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Court of Appeal File No. C65807 

COURT OF APPEAL FOR ONTARIO 

IN THE MATTER OF A REFERENCE to the Court of Appeal pursuant to section 8 of 
the Courts of Justice Act, RSO 1990, c. C. 34, by Order-in-Council 1014/2018 

respecting the constitutionality of the Greenhouse Gas Pollution Pricing Act, Part 5 of 
the Budget Implementation Act, No. 1, SC 2018, c. 12 

AFFIDAVIT 

I, Tim Lesiuk, of 525 Superior Street, Victoria, BC, Executive Director, Clean Growth 

Strategy, Climate Action Secretariat, Ministry of Environment and Climate Change 

Strategy SWEAR THAT: 

1. I am the Executive Director for Clean Growth Strategy in the Climate Action 

Secretariat for British Columbia's Ministry of Environment and Climate Change Strategy. 

My curriculum vitae is attached as Exhibit A. 

2. The Climate Action Secretariat acts as the point of coordination for information 

from across the British Columbia provincial government in relation to climate policy. The 

Secretariat provides support to the Climate Solutions and Clean Growth Advisory 

Council, a consultative advisory group to government consisting of representatives of 

Indigenous governments, environmental organizations, industry, academia, labour and 

local government. 

Climate Change in British Columbia 

3. On June 16, 2016, the Ministry published the 2016 Update to "Indicators of 

Climate Change for British Columbia", the first version of which was published in 2002. 

This Indicators Report presents trends in the climate of BC based on a set of 

environmental indicators that represent key properties of the climate system, or 

important ecological, social, or economic values that are considered sensitive to climate 
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change. The report describes changes in these indicators over time. Past trends are 

based on analysis of historical data. A copy of the report is attached as Exhibit B to this 

affidavit. 

4. The Indicators Report presents only those results within a "95% confidence 

interval." That means that it only reports a trend if there is a less than one-in-twenty 

chance the data that are the basis of the trend could have arisen randomly. 

5. Analysis of historical data indicates that many properties of climate have 

changed during the 20th and early 21st centuries, affecting marine, freshwater, and 

terrestrial ecosystems in British Columbia. 

a. Average annual temperature warmed by 1.4°C per century across the 

province. This compares to a global warming of around 1 °C. 

b. The northern regions of BC warmed more than the provincial average. 

c. Night-time temperatures increased across all of BC in all seasons. 

d. The night-time minimum average temperature in winter in BC increased by 

3.1°C per century. 

e. Annual precipitation has been increasing across the province overall. 

f. Lakes and rivers become free of ice earlier in the spring. 

g. The bulk of river flow is occurring earlier in the year. 

h. Average sea level has risen along most of the BC coast. 

i. Sea surface temperatures have increased along the BC coast. 

j. Water in the Fraser River is warmer in summer. 

k. More heat energy is available for plant and insect growth. 
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6. Climate models and scenarios suggest that the climate in British Columbia will 

continue to change throughout and beyond the 21st century. This will have ongoing 

impacts on ecosystems and communities. According to the Indicators Report, some of 

the impacts British Columbia may experience by the end of the 21st century include 

a. Average annual temperature in BC may increase by 1.7°C to 4.5°C from 

1961-1990 temperatures. 

b. Average annual precipitation may increase by 4 to 17 percent from 1961-

1990 levels. 

c. Most small glaciers in southern BC will likely disappear. 

d. Some of the smaller rivers in southern BC may dry up during the summer 

and early fall. 

e. Salmon migration patterns and success in spawning are likely to change. 

Mountain Pine Beetle 

7. Already in the 2002 version of the Indicators report, it was identified that warmer 

winters expanded the range of the mountain pine beetle in British Columbia. The beetle 

attacks western pines, particularly the lodgepole pines. While the beetle has always 

been endemic to British Columbia's pine forests, its range was historically controlled by 

low temperatures in winter. With climate change, its range expanded in an epidemic 

outbreak in the 1990s and 2000s in British Columbia. According to a National 

Resources Canada web factsheet, attached as Exhibit C to this affidavit, over 18 

million hectares of forest were impacted to some degree, resulting in a loss of 

approximately 723 million cubic metres (53%) of the merchantable pine volume by 

2012. The epidemic peaked in 2005: total cumulative losses from the outbreak are 

projected to be 752 million cubic metres (58%). 

Wildfire Risks 

8. The Indicators Report shows summers have become longer and dryer, and 

states that reduced moisture in summer may contribute to forest fires. This is consistent 
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with the difference in fire seasons in British Columbia and more southern latitudes such 

as California. 2017 and 2018 were the most expensive fire seasons in British 

Columbia's history. According to a 2017 article in Climate Change, attached as Exhibit 

D to this affidavit, human greenhouse gas emissions have already made extreme fire 

events 1.5 to 6 times more likely than they would have been based on natural forcings 

alone. 

Sea Level Rise 

9. A 2014 Report by Natural Resources Canada (NRCAN) edited by F.J. Warren 

and D.S. Lemmen, entitled "CANADA IN A CHANGING CLIMATE: Sector Perspectives 

on Impacts and Adaptation" has a discussion of sea level rises caused by global climate 

change in Canada. A copy of Part 5.4 of Chapter 2 entitled "Sea Level Change" is 

attached as Exhibit E to this affidavit. 

10. In the 20th and early 21st century (1909 to 2006), sea level rose at an average 

rate of 0.6 mm/yr in Vancouver and Victoria, and 1.3 mm/yr in Prince Rupert, and fell by 

0.9 mm/yr in Tofino. The NRCAN Report states a range of 55 to 115 cm of global sea

level rise by 2100 has been derived for use in flood risk planning. Coastal British 

Columbia will be more affected than other parts of Canada because of the relative 

unimportance of compensating melt-water redistribution and geological change. In 

addition to higher average levels, global climate change will increase extreme flooding 

events .British Columbia does not currently have a rigorous estimate of the amount of 

economic damage a rise of this level would cause. 

Melting of Permafrost 

11. As the Indicators report states, temperature increase has been more rapid in 

northern and high altitude British Columbia than elsewhere. This poses increasing risks 

of melting of permafrost. As an example of the new challenges that this will pose, I 

attach as Exhibit F to this affidavit a January 18, 2018 announcement by the Lil'wat 

Nation, Squamish-Lillooet Regional District and Village of Pemeberton of a risk 

assessment of landslide risk for Mount Currie. It discloses that loss of permafrost will 

increase risk of landslide and recommends continuing monitoring at this time. 
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12. This is one example. We do not yet have a comprehensive inventory of the 

economic and other challenges of melting permafrost for British Columbia's 

communities. According to the NRCAN Report referred to in paragraph 9, northern 

transportation infrastructure is seriously imperiled by loss of permafrost and shorter ice 

road seasons, and these will affect northern British Columbia as well. 

Ocean Acidification 

13. Increases in ocean temperatures and carbon dioxide concentrations in the ocean 

change the pH balance (acidity) of the ocean. Scientists estimate that the ocean has 

become 0.1 pH unit more acidic since pre-industrial times or a 26% increase in acidity. 

This inhibits the ability of marine life to form shells and has other detrimental effects. A 

2015 Research Article published in pLOS by Rowan Haigh, Debby lanson, Carrie A. 

Holt, Holly E. Neate and Andrew M. Edwards entitled "Effects of Ocean Acidification on 

Temperate Coastal Marine Ecosystems and Fisheries in the Northeast Pacific" surveys 

current knowledge about the impacts of ocean acidification on commercial and sports 

fisheries in British Columbia. A copy of the article by Haigh and his co-authors is 

attached as Exhibit G. 

14. Haigh et al. make the following conclusions in order of immediacy and certainty: 

a. Shellfish aquaculture is highly susceptible to ocean acidification (OA) due 

to the direct impact of OA on shell formation and the dependence of the 

industry on hatchery production. 

b. There are no studies on Geoduck Clams, which are responsible for a 

lucrative wild fishery and a growing aquaculture industry in BC. 

c. The commercial BC fishery is dominated monetarily by salmon 

aquaculture. While uncertainty remains low, it is anticipated that the fish

killing alga Heterosigma akashiwo will -gain a competitive advantage under 

OA, making blooms more frequent. Such blooms are already a significant 

issue for this industry in BC. 
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d. Neurotoxins produced by other harmful algae are expected to become 

more potent under OA. Such blooms already cause shellfish closures in 

BC. If this increase in toxicity occurs, the shellfish industry will be affected. 

In addition, these toxins may cause decreased reproductive success, and 

even mass mortality, at higher trophic levels including fish, seabirds and 

marine mammals. 

e. Food web changes due to OA are anticipated but remain unknown, as are 

the impacts of these lower level changes higher up the food chain. Finfish 

are likely to experience OA impacts through food web changes. Habitat 

changes may also have a critical negative impact, in particular for juvenile 

finfish. Direct impacts of OA on finfish may also occur, but only at 

relatively high levels of CO2. 

f. The impacts on economically-significant speices such as halibut and 

salmon have not been studied. Because sport fishing dominates fishery 

related income in BC, this knowledge gap is significant. 

The Impact of Less Snow and More Rain on Hydroelectric Generation 

15. In 2012, British Columbia Hydro and Power Authority published "Potential 

Impacts of Climate Change on BC Hydro's Water Resources.I This Water Resources 

Report summarizes BC Hydro's work with world's leading scientists in climatology, 

glaciology, and hydrology to determine how climate change affects water supply and the 

seasonal timing of reservoir inflows, and what we can expect in the future. A copy of the 

Water Resources Report is attached as Exhibit H to this affidavit. 

16. According to the Water Resources Report, over the last century, the following 

occurred: 

a. All regions of British Columbia became warmer by an average of about 

1.2°c. 

b. Annual precipitation in British Columbia increased by about 20 per cent. 
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c. Fall and winter inflows have shown an increase in almost all regions, and 

there is weaker evidence for a modest decline in late-summer flows for 

those basins driven primarily by melt of glacial ice and/or seasonal 

snowpack. 

17. The Water Resources Report anticipates the following by 2050: 

a. Increasing temperatures in all seasons in all regions of British Columbia. 

The amount of warming will be greater than during the twentieth century. 

b. Precipitation in winter, spring, and fall will likely increase in all of BC 

Hydro's watersheds under all emission scenarios. 

c. BC Hydro will likely see a modest increase in annual water supply for 

hydroelectric generation. 

d. Most Upper Columbia watersheds will see an increase in water supply. 

The snowmelt will start earlier, spring and early-summer flows will be 

substantially higher, and late-summer and early-fall flows will be 

substantially lower. 

e. The Peace region will see an increased water supply. Inflows in late-fall 

and winter will increase; the snowmelt will begin earlier; and summer flows 

will be lower. 

f. The Campbell River area and likely most Coastal watersheds will see 

negligible changes to annual water supply. 

g. On the South Coast (Vancouver Island and Lower Mainland watersheds), 

more of the precipitation will fall as rain, while snow will become less 

important. Fall and winter flows will increase; and spring and summer 

flows will decrease. 

18. The next step for BC Hydro is to feed operational and planning models with 

projected inflow scenarios to assess how sensitive hydroelectric power generation is to 
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climate change. It has not been determined how effectively reservoir storage will be 

able to buffer projected changes in seasonal runoff timing, such as lower summer 

inflows. There is thus uncertainty about the impact of climate change on this resource, 

uncertainty that BC Hydro is conducting research to resolve. 

British Columbia's Carbon Tax 

19. In 2008, British Columbia implemented the first comprehensive and substantial 

carbon tax in North America. By 2012, the tax had reached a level of C$30/t CO2, and 

covered approximately three-quarters of all greenhouse gas emissions in the province. 

In April 2018, it was again increased by $5/tCO2e, and is scheduled to increase to 

$50/tCO2e by 2021. 

20. There have been a number of empirical studies of the consequences of British 

Columbia's carbon tax and other greenhouse gas policies, many of them canvassed in 

the affidavit of Nicholas Rivers, submitted by the Attorney General of Canada. The 

results of the studies conducted to date are summarized in Figure 7 at p. 25 of Exhibit B 

to Dr. Rivers' affidavit. As of 2015, the consensus view was that the carbon tax had 

reduced emissions from gasoline in British Columbia between 8% and 10%. A copy of a 

paper by Dr. Rivers and his co-author, Brian Murray, entitled "British Columbia's 

Revenue-Neutral Carbon Tax: A Review of the Latest 'Gran Experiment' in 

Environmental Policy is attached as Exhibit I. 

21. The paper concluded, as of 2015, a total reduction between 5% and 15% 

compared with the counter-factual in which the tax had not been introduced. 

Differential Greenhouse Gas Pricing and Competitiveness 

22. As explored by the Ecofiscal Commission, the existence of different levels of 

carbon pricing in different provinces can create competitiveness pressures on industries 

that have a significant carbon footprint and are trade exposed when those industries are 

located in provinces with higher carbon prices. Carbon leakage occurs when firms that 

have significant carbon compliance liabilities under a carbon pricing framework compete 

with international firms that are not subject to the same constraints - as they are 







Timothy Lesiuk 
Ministry of Environment and Climate Change Strategy 
525 Superior Street, Victoria, BC, Canada 
+ 1 250-216-5893 

Experience 

Executive Director, Clean Growth Strategy 
Climate Action Secretariat, Province of British Columbia 

• Coordinating development and engagement for a new climate change strategy for British 
Columbia that supports the province's economic, social and environmental goals. 

Executive Director, Business Development and Chief Negotiator 
Climate Action Secretariat, Province of British Columbia 
2008 - Present 

• Established systems and tools to ensure major capital and infrastructure decisions take 
into consideration future climate and carbon pricing scenarios. 

• Supported development and engagement for the Climate Leadership Plan for British 
Columbia to advance actions to bring British Cloumbia closer to legislated climate 
change targets. 

• Worked in collaboration with communities across the province to find innovative and 
cost-effective solutions to their highest cost and highest emitting energy and 
transportation problems through green community initiatives and greenhouse gas offset 
projects. 

• Managed intergovernmental negotiations on climate and sustainability with western 
provinces and states, and the Canadian federal government, including regulatory 
harmonization and equivalency for greenhouse gas legislation. 

• Developed an Innovation Exchange as the centre of the provincial Green Economy 
Strategy to facilitate collaboration across the complex array of stakeholders in the clean
tech, technology, energy and resource development fields to harness additional economic 
advantage for BC. 

Executive Director, Climate Change Policy 
Climate Action Secretariat, Province of British Columbia 
2007-2008 

• Accountable for negotiation of an international emissions trade agreement as Co-Chair of 
the Western Climate Initiative and established the largest emissions trading market in 
North America. 

• Managed multiple cross-organizational teams and engagement with their respective 
industrial clients in a process designed to enhance collaboration and accelerate the 
regulatory process to reduce greenhouse gas emissions. 



• Developed the concept and institutional infrastructure for the Pacific Carbon Trust, a new 
Crown Corporation created in legislation to build the greenhouse gas offset market in 
British Columbia. 

" Accountable for strategic relations with each of British Columbia's most important 
industrial sectors in negotiating targets, identifying energy efficiency and performance 
improvements and securing financial incentives to enhance competitiveness. 

Special Advisor, Environment and Climate Change 
BC Hydro, Vancouver, British Columbia, Canada 
2005-2007 

• Strategic advisor for climate risk management in corporate planning, management of 
generating assets and energy purchase agreements. 

• Built relationships with key stakeholders and led strategic engagement on environment 
and climate change issues regarding development of hydro and natural gas generation 
policy. 

• Established the first corporate Long Term Enviromnent goal of zero net environmental 
impact, and put in place internal environmental mitigation banking and auditing 
programs. 

• Built executive and shareholder support to significantly expand investment in technology, 
innovation and Hydrogen programs. 

• Led corporate climate team, established goals for corporate climate change risk 
management and implemented corporate greenhouse gas strategy with provincial and 
federal governments. 

Senior Coordinator, Greenhouse Gas 
BC Hydro, Vancouver, British Columbia, Canada 
2003-2005 

• Championed cross-corporation climate change risk management strategy and policy 
development. 

• Led a strategic team to deliver custom needs assessments and innovative solutions to 
thennal business unit clients regarding asset investment, acquisitions and revenue 
opportunities. 

• Established innovative standards for greenhouse gas quantification and reporting, risk 
assessment and integration in business cases. 

Environmental Coordinator 
BC Hydro, Vancouver, British Columbia, Canada 
2000-2003 

• Developed BC Hydro's greenhouse gas management strategy and international offset 
acquisition program. 

• Negotiated contrncts for Clean Development Mechanism, Joint Implementation, and 
Canadian domestic offset projects in excess of $300 million dollars in accordance with 
portfolio design criteria aligned to shareholder and corporate priorities. 

• Expert participant in the negotiation of international greenhouse gas standards and 
protocols (World resources Institute GHG Protocol, World Business Council, Kyoto 
Protocol, ISO 14064). 



Environmental Coordinator 
Westcoast Energy/Centra Gas, Victoria, British Columbia, Canada 
1997-2000 

• Informed corporate strategy to take advantage of environmental and greenhouse gas 
emissions policy and participated in the first offset project for carbon capture and storage 
in Canada. 

• Developed corporate standard for greenhouse gas inventories, piloted natural gas leak 
detection and measurement approaches for the natural gas system and represented the 
operating company in enterprise-wide policy development. 

• Designed and implemented innovative community and stakeholder engagement programs 
for major project development. 

Leadership and Advisory Roles 

Western Climate Initiative Inc. 
Board of Directors 
2011-2017 
A non-profit corporation established by California, British Columbia and Quebec to provide 
critical market infrastructure for California and provincial greenhouse gas emissions trading 
programs. 

The Climate Registry 
Executive Committee 
2014-2017 
A non-profit organization governed by U.S. states and Canadian provinces and territories that 
designs and operates voluntary and compliance GHG reporting programs globally, and assists 
organizations in measuring, verifying and reporting the carbon in their operations so they can 
manage and reduce it. 

West Coast Infrastructure Exchange 
Board of Directors 
2013-2015 
A non-profit corporation established by British Columbia, California, Oregon and Washington to 
create innovative new methods to finance and facilitate development of the infrastructure needed 
to improve the region's economic competitiveness, support jobs and families, and enhance our 
shared quality of life 

Western Climate Initiative 
Co-Chair and Offsets Committee Chair 
2007-2012 
A collaboration of eleven independent jurisdictions working to implement innovative emissions 
trading policies to tackle climate change at a regional level. Established the design and operation 
of the cap-and-trade program used by California and Quebec. 

British Columbia Industrial Emitters Caucus, (Business Council of British Columbia) 
Co-Chair 



2005 -2007 
Led committee of industrial members with operations in British Columbia concerned about the 
potential impacts of proposed climate and energy policy and provided a single voice for British 
Columbia industry on climate policy and competitiveness. 

World Business Council for Sustainable Development (WBCSD) 
Focus Area Leader 
2005-2007 
Established the WBCSD as the preferred business partner on ecosystem services while 
maintaining strong partnerships with key non-government organizations and engaging in global 
biodiversity and ecosystem policy development. 

Canadian Electricity Association 
Executive Representative 
2002 - 2007 
Defined preferred greenhouse gas policy for the electricity sector in Canada from this key 
industry perspective. 

Education 

• Bachelor of Science, Biology - University of Victoria (1993) 
• Diploma of Technology, Environmental Science - Camosun College (1999) 
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j INTRODUCTION 

Indicators of Climate Change 
for British Columbia 

B oth the UN Intergovernmental Panel on Climate Change and the 
US National Academy of Science have concluded that the global 
atmosphere is warming. They agree, moreover, that most of the 

warming observed over the last 60 years can be attributed to human 
activities that release greenhouse gases into the atmosphere. 

Atmospheric warming affects all parts of the climate system, 
including precipitation, air, wind and ocean currents, cloud cover, 
and the hydrological cycle. Climate change in tum affects other 
closely related physical systems, as well as biological systems, and 
the human communities that depend on these systems. 

This report documents how the climate in British Columbia has 

2015/2016 UPDATES 

Portions of this report have 
been updated in 2015 and 
2016 with new data and 
analysis. Each section is 
labelled to indicate whether 
the content is from the 
2002 version or current. 

changed during the 20th and early part of the 21st centuries and the rates at which these 
changes are occurring. It outlines some of the potential impacts of these changes on 
freshwater, marine, and terrestrial ecosystems and on human communities. 

CLIMATE CHANGE TRENDS 

The trends described in this report are based on a set of environmental indicators that 
represent key properties of the climate system, or important ecological, social, or 
economic values that are considered sensitive to climate change. The report describes 
changes in these indicators over time. Past trends are based on analysis of historical data. 

Details of these trends are presented in the body of this report, but some highlights 
are as follows: 

Past trends 

Analysis of historical data indicates that many properties of climate have changed 

during the 20th and early 21st centuries, affecting marine, freshwater, and terrestrial 

ecosystems in British Columbia. 

• Average annual temperature warmed by l.4°C per century across the province. 

" The northern regions of BC warmed more than the provincial average. 

• Night-time temperatures increased across all of BC in all seasons. 

• The night-time minimum average temperature in winter in BC increased by 3.1 °C 
per century. 

• Annual precipitation has been increasing across the province overall. 

• Lakes and rivers become free of ice earlier in the spring. 

• The bulk of river flow is occurring earlier in the year. 
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I INTRODUCTION 

• Average sea level has risen along most of the BC coast. 

• Sea surface temperatures have increased along the BC coast. 

• Water in the Fraser River is warmer in summer. 

• More heat energy is available for plant and insect growth. 

Projected impacts 

Climate models and scenarios suggest that the climate in British Columbia will 
continue to change throughout and beyond the 21st century. This will have ongoing 
impacts on ecosystems and communities. Some of the impacts we may experience by 
the final decades of the 21st century are: 

• Average annual temperature in BC may increase by 1. 7°C to 4.5°C from 
1961-1990 temperatures. 

• Average annual precipitation may increase by 4 to 17 percent from 
1961-1990 levels. 

• Most small glaciers in southern BC will likely disappear. 

• Some of the smaller livers in southern BC may dry up during the summer and 
early fall. 

• Salmon migration patterns and success in spawning are likely to change. 

The indicators presented in this report document some of the changes that have 
occurred during the past century or more. Many more potential indicators remain 
to be explored. For example, climate change influences the frequency of extreme 
weather events, the extent of permafrost, ecosystem structures and processes, and 
species distribution and survival. It will continue to affect provincial infrastructure, 
forestry, energy and other industries, insurance and other financial services, and human 
settlements. In addition, the impacts may vary from one region, ecosystem, species, 
industry, or community to the next. Research into the regional impacts of climate change 
is ongoing, and this report is therefore designed to be updated and expanded as new 
information becomes available. 

FOR MORE INFO 
Information on historical trends is available on the Environmental Reporting BC 
website (gov.bc.ca/environmentalreportingbc). More information on projected 
impacts is available through the Plan2Adapt online tool (www.pacificclimate.org/ 
analysis-tools/plan2adapt) 

4 



j INTRODUCTION 

RESPONDING TO CLIMATE CHANGE 

The impacts of climate change on British Columbians will depend on the time, the place, 
and the individual. For example, homeowners may see a warmer climate as a benefit if it 
means lower home heating bills. Resort operators may see it as a cost if it means a shorter 
ski season. Farmers may see it as a benefit if it allows them to introduce new crops, 
and as a cost if it increases the need for irrigation. Overall, however, the risk of negative 
impacts increases with the magnitude of climate change. 

Much attention has been paid over the last decades to slowing down the rate of 
climate change by reducing greenhouse gas emissions. Success in this area has been 
mixed. Even if mitigation efforts are successful in reducing greenhouse gas emissions, 
they cannot prevent the impacts of climate change. The greenhouse gases humans have 
already added to the atmosphere will likely continue to drive sea level rise and other 
aspects of global climate change for centuries to come. British Columbia and other 
jurisdictions will therefore have to adapt. 

In Canada, the federal, provincial, and territorial governments are developing 
adaptation frameworks and strategies. British Columbia'.s Adaptation Strategy 
·was developed in 2010 and is available online. Many municipal governments are 

incorporating potential climate change impacts into long-term plans for drinking water 
supply, drainage, storm-water infrastructure and land-use. 

A greater understanding of climate change trends and impacts is expected to help 
British Columbians prepare for and adapt to climate change at the same time as the 
province works to reduce the scale of fu_ture impacts through renewable energy; energy 
efficiency, sustainable transportation, new technology, water conservation, 
and other sustainable practices. 

GLOBAL TRENDS 

Where current global trends and future global projections are mentioned 
throughout the body of this report the information is from the Intergovernmental 
Panel on Climate Change (IPCC) ARS report (available at www.ipcc.ch/). The key 
topics and trends that are referred to are easiest to find in the shorter report titled: 
Climate Change 2014 Synthesis Report; Summary for Policymakers (available at 
http://www.ipcc.ch/report/ar5/syr). 
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j INTRODUCTION 

About the data and trends 
This report was originally written in 2002 to document changes over the previous century 

in some of the key properties of the climate system and in some ecological, social or 

economic values that are considered sensitive to climate change. Sections of this report 

were brought up to date in 2015 and 2016, using new information about changes in 

temperature and precipitation from 1900 to 2013. These changes are referred to as trends. 
Where possible, the report identifies trends for each region of the province. The 

geographical unit used is the ecoprovince - an area delineated by similar climate, 
topography, and geological history: Trends are identified when the changes are found to be 

statistically signif'icant at the 95 percent conf'iclence interval, which means that there is a less 

than 5 percent probability that the results ocurred by random chance. 
For these updates the Pacific 

Climate Impacts Consortium 

(PCIC) assessed trends in 

annual and seasonal means 

of daily minimum, maximum, 
and mean temperature, precipitation, 

growing degree days, heating degree 

days, and cooling degree days. Trends were 

computed for the interval from 1900 through 

2013 and for both BC as a whole and the nine 

terrestrial ecoprovinces ofBC. PCIC also supplied 

assessments, based on remote sensing 

data, of glacier change from roughly the 

Ecoprovinces of 
British Columbia 

• Ca~slar 

NORTHERN 
BOREAL 

MOUNTAINS 

• Prince Rupert 

• Fort Nels~n 
TAIGA 
PLAINS 

SUB-BOREAL 
INTERIOR 

IIOREAL 
PLAINS 
• Fort St John 

• Prince Geor~e 
1980s through the early 2000s through • Queen Cl]_~rlotte City 

■ Quesnel 
a collaboration with the University of 

Northern British Columbia (UNBC). PCIC 

also assessed trends in snow, river flow, sea 

level, and sea surface temperature. 

DATA 

CENTRAL 
. INTERIOR 

COAST AND 
MOUNTAINS 

; 
SOUTHER 
INTERIOR 

MOUNTAINS. 

KamlooP?li 
SOUTHERN 
INTERIOR GEORGIA 

DEPRESSION 
■ Vancouver 

One reason to update BC'.s climate indicators is the increase 
'* 

in the amount of data available since the original analysis. Data ·'■ Victoria 

quantities have increased both through the passage of time, but more importantly through 

the development of a comprehensive database of observations in BC. The Ministry of 

Environment's Climate Related Monitoring Program (CRMP) has negotiated an agreement 

to allow PCIC to assemble, store, and deliver data collected by BC Ministries, BC Hydro and 

Rio Tinto AlCan. The data set also includes de-activated historical networks. This assessment 

was conducted using the data from CRMP and Environment Canada. Altogether, the dataset 

comprises 6721 measurement locations and roughly 400 million observations, roughly 
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double the data available in 2002. The data from Environment Canada, BC Hydro, the 
Ministry of Forests Lands and Natural Resource Operations Wildfire Management Branch, 
and Ministry of Transportations observational network are incorporated in near real time 
for future analysis. For this analysis, only temperature and precipitation measurements were 
used from the station observational dataset. 

This analysis requires stations with relatively long records. The early part of the analysis 
(early 1900s) are based on a sparse network of stations so any understanding of the detailed 
climate at that time is less certain than for more recent years when there are more stations 
distributed broadly across the province. This issue is most critical for precipitation. Precipitation 
distributions are hard to estimate across a larger area, and this is further complicated by British 
Columbias complex topography. In this report we have chosen to report trends for the full 
period for precipitation, but acknowledge that the statistical uncertainty in the trends may not 
fully capture the uncertainty that arises from changes in the observational network over time. 
However, the trends reported here are broadly consistent with other analyses carried out at a 
coarser spatial resolution and at individual stations. 

The changes to glaciers that have occurred in the past several decades and which are 
projected to occur with climate change were intensively studied through the Western 
Canadian Cryospheric Network which involved researchers from most universities in British 
Columbia. This report, relies on Lwo separate studies; the first looked al the change in volume 
of the glaciers in British Columbia from roughly 1985 until winter 1999-2000. The second 
investigated the changes in glacier area from the period 1985 through 2005. Both resultant 
datasets cover all glaciers in British Columbia and thus provide an excellent snapshot of both 
the state of glaciers in the early 2000s as well as the changes those ice masses underwent 
during a very warm climatological period. 

INTERPRETING THE TREND INFORMATION 
" This report presents only those results that were found to be significant at 

the 95 percent confidence intervaL This means that there is a less than 
5 percent probability that the results arose randomly. 

• Where the data do not reveal a trend that is statistically significant at the 
95 percent confidence interval, the report presents this as "NS" to indicate 
that the trend is not statistically significant. · 

• If there is insufficient data to calculate a trend the report presents no result. 
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I CHANGES TO TEMPERATURE AND PRECIPITATION 

Revised 2015 

Average temperature increased over 

all of BC from 1900 to 2013. Winter is 

warmer on average than it was 100 years 

ago. Higher temperatures drive other 

changes in climate systems and affect 

physical and biological systems in BC. 

They can have both positive and 

negative impacts on human activities. 

Change 
in Annual 
Temperature, 
1900-2013 
(°C per century) 

SOURCE: Data from Ministry of Environment Climate Related Monitoring Program 

and Environment Canada. Trend Analysis for 1900 through 2013 conducted by 

PCIC, 2014 for the Ministry of Environment Climate Action secretariat. 
NOTES: All statistically significant trends are positive and indicate warming. 

ABOUT THE INDICATOR 
This indicator measures changes in average annual 
temperature and average temperature in each of 
the four seasons. Trends are based on available 
data from 1900 to 2013 for each of the nine 
terrestrial ecoprovinces. Seasonal trends are based 
on averages for spring (March-May), summer 
Oune-August), fall (September-November), and 
winter (December-February). 

ANNUAL TEMPERATURE TRENDS 

The province of BC has warmed an average of 1. 4°C 
per century from 1900 to 2013, higher than the 
global average rate of 0.85°C per century. Southern 
coastal regions of BC have warmed 0.8°C per 
century, roughly equivalent to the global average rate. 
The Northern regions of BC have warmed l.6°C to 
2.0°C per century or twice the global average. 

Average global temperatures increased by 
0.85°C from 1880 to 2012 according to the 
Intergovernmental Panel on Climate Change (IPCC). 
The higher rate of warming in BC is consistent with 
findings in the IPCC reports that mid and higher 

latitudes in the Northern Hemisphere are warming 
faster than the global average and that land areas 
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warm faster than the ocean. The lPCC 2014 
Climate Change Report Summa1y J or Policy Makers 
identifies the years from 1983 to 2012 as likely the 

warmest 30 year period in the last 1400 years in the 
Northern Hemisphere. 

SEASONAL TEMPERATURE TRENDS 

Most of the annual warming trend has occurred in 
the winter in BC. The average temperature increase 
in winter across the province is 2.2°C per century. 
Winter temperatures in the north of BC have increased 
by 3.0°C to 3.8°C per century. In the North-Central 
region, winters are 2.6°C to 2.9°C warmer than 
they were a century ago. In central, interior and 
southeastern BC, average winter temperatures have 
warmed l.5°C to 1. 7°C per century. 

There is a province-wide warming trend in the 

spring and summer. The spring wanning trend was 
l.8°C per century in the Northern Boreal Mountains 

ecoprovince. The northeastern plains wanned l.6°C 
per century in the spring. Spring has warmed by 
l.0°C per century in both the coastal and southern 
interior mountains. Summer temperatures in most of 

northern BC have wanned l.4°C to 1.6°C per century. 
In southern and central BC summer temperatures 
have warmed 0.6°C to 0.8°C per century. 



CHANGES TO TEMPERATURE AND PRECIPITATION 

There is no statistically significant province-wide 
warming trend in the fall. However, the coastal 
regions warmed by 0.6°C to 0.8°C per century 
in the fall and the sub-boreal interior warmed by 
l.0°C per century. There was no significant trend 
for the rest of the province in the fall. 

The date when each season arrives varies from 
one part of BC to the next, depending on climate, 
latitude, and elevation. Spring comes earlier to the 
coast, to southern BC, and to valley bottoms, for 
example, than it does to the north and alpine areas. 
The seasonal trends described in this document are 
based on calendar months, and as such may not 
reflect the way that disparate seasons are experienced 
in different parts of BC. 

Change in 
Seasonal 
Temperat!.!re, 
1900-2013 

SOURCE: Data from Ministry of Environment Climate Related Monitoring 
Program and Environment Canada. Trend Analysis for 1900 through 2013 
conducted by PCIC, 2014 for the Ministry of Environment Climate Action 
Secretariat. NOTES: All statistically significant trends are positive and 
indicate warming. NS indicates that trend is not statistically significant. 
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WHY IS IT IMPORTANT? 

Air temperature is one of the main properties of 
climate and the most easily measured, directly 
observable, and geographically consistent indicator 
of climate change. Atmospheric warming affects 
other parts of the climate system, and in BC is linked 
to sea surface warming and increased precipitation in 
some regions. 

Changes in climate can affect other physical 
processes, including the duration of ice on rivers and 
lakes, the proportion of snow to total precipitation, 
and temperature in freshwater ecosystems. Such 
changes can in turn affect biological systems. 
Water temperature, for example, affects the date 
of emergence of the young of many aquatic species. 
Warming may drive broad-scale shifts in the 
distribution of ecosystems and species. Trees may 
be able to grow in areas once too cold for them. 
Some alpine meadows may disappear as high
elevation areas become warmer. Beneficial and 
pest species may appear further north, or higher 
in elevation, than their historic range. 

The impacts of warmer temperatures will vary 
from one part of BC to another and from one season 
to another. They will have both positive and negative 
impacts on human activities. 

Warmer springs may promote earlier break up 
of lake and river ice, and resulting changes in river 
hydrology including possible flooding. They may 
mean a longer season for warm-weather outdoor 
recreation activities and a longer growing season 
for crops. 

Warmer summers may increase rates of 
evaporation and plant transpiration. Reduced moisture 
may contribute to dust storms and soil erosion, 
increased demand for irrigation, loss of wetlands, 
slower vegetation growth, forest fires, and the 
conversion of forest to grasslands. It may contribute 
to declines in ground-water supplies and in water 
quality in some areas. Higher temperatures may 
increase temperatures in freshwater ecosystems, 
creating stressful conditions for some fish species. 



CHANGES TO TEMPERATURE AND PRECIPITATION 

Warmer winters may mean that less energy is 
required to heat buildings. They may mean a shorter 
season for skiing and other winter sports and losses 
in the winter recreation sector. 

WHY IS TEMPERATURE INCREASING? 

Air temperature in BC is strongly affected by 
El Nino and other natural changes in air and ocean 
currents (see Appendix), which cause year-to-year 
and decade-to-decade variability in weather and 
climate across the province. The warming trends 
observed during the 20th and 21st century are 
above and beyond trends that could have been 
produced by such natural variability, and almost 
certainly reflect long-term climate change. The rate 
of warming is greater in more northerly regions. 
As air temperature increases, snow and ice melt, 
exposing more of the ground and sea surface. While 
snow and ice tend to reflect solar energy back into 
space, newly exposed rocks, soil, and water tend to 
absorb and retain it as heat. 

The lPCC has concluded that most of the 
observed global atmospheric warming of the last 
50 years is due to increases in atmospheric 
greenhouse gas concentrations. Greenhouse gas 
emissions resulting from a variety of human 
activities, including the burning of fossil fuels 
and the clearing of land for agriculture and urban 
development, are responsible for this increase. 
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WHAT CAN WE EXPECT IN FUTURE? 

Average annual temperature across BC will continue 
to vary from year to year in response to natural cycles 
in air and ocean currents. However, what are now 
considered to be relatively warm years will almost 
certainly increase in frequency 

Plan2Adapt projects further warming in BC 
of l.7°C to 4.5°C by the 2080s compared to the 
1961-1990 historical average. The interior of 
the province will warm faster than other areas and 
will experience higher rates of warming than in 
the past. The north will continue to warm at rates 
considerably greater than the global average. Ocean 
temperatures have a moderating effect on the climate 
of the coast, which will warm more slowly than the 
rest of BC. More information about expected future 
climate indicators in BC is available at Plan2Adapt 
( www. pacificclimate. o rglanal ysis-tools/p lan2adapt). 

Although temperature increases of a few degrees 
may seem small, they are associated with important 
physical and biological changes. A rise in average 
temperature of 5°C about 10,000 years ago was 
enough to melt the vast ice sheets that once covered 
much of North America. 



CHANGES TO TEMPERATURE AND PRECIPITATION 

Revised 2015 

Night-time minimum temperatures in BC are 

warmer on average than they were a century 

ago. The increase in minimum temperature 

is particularly noticeable in the winter season 

and the northern regions of BC. In winter and 

spring, higher minimum temperatures may 

reduce heating costs and in some parts of BC 

may also increase the frequency of freeze

thaw cycles. In the summer they may prevent 

buildings from cooling down during the night. 

ABOUT THE INDICATORS 

The indicators measure change in the annual 
average daily (day-time) maximum temperature 
and the annual average daily (night-time) minimum 
temperature. They also measure changes in 
maximum and minimum temperature in each of 
the four seasons. Trends are based on available data 
from 1900 to 2013. Seasonal trends are based on 
averages for spring (March-May), summer Qune
August), fall (September-November), and winter 
(December-February). 

TRENDS IN MAXIMUM TEMPERATURE 
From 1900 to 2013, annual day-time maximum 
temperatures increased in BC by an average 
of 0. 7°C per century. Annual day-time 
maximum temperatures increased by 1.0°c 
to l.3°C per century in the Taiga plains and 
Northern Boreal Mountains ecoprovinces. In 
the Sub-Boreal and Boreal Plains ecoprovinces 
the annual day-time maximum temperatures 
increased by 0.9°C per century. In three other 
ecoprovinces (Georgia Depression, Coast and 
Mountains, Central Interior) the data do not 
reveal statistically significant trends in annual 
maximum temperature. 
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Change 
in Annual 
Maximum 
and Minimum 
Temperature, 
1900-2013 
(°C per century) 

SOURCE: Data from Ministry of Environment Climate Related Monitoring Program 

and Environment Canada. Trend Analysis for 1900 through 2013 conducted by PCIC, 

2014 for the Ministry of Environment Climate Action Secretariat. NOTES: All trends 

are positive and indicate warming. NS indicates that trend is not statistically significant. 

Seasonal data indicate that day-time maximum 
winter temperatures increased across most of BC. 
The average winter day-time maximum temperature 
increased by l .9°C per century. Maximum day-time 
spring temperatures are increasing in the north of 
BC, but data do not reveal a statistically significant 
trend in the southern half of the province. For all of 
BC, data do not reveal a trend in day-time maximum 
temperature in the summer and fall. 

The greatest increases in maximum day-time 
temperatures are found in the north. Winter day
time maximum temperatures increased by 3.0°C 
to 3.3°C per century in the Boreal Plains and Taiga 
Plains ecoprovinces. In the Sub-Boreal Interior and 
the Northern Boreal Mountains ecoprovinces the 
winter day-time maximum temperatures increased 
by 2.3°C to 2.6°C per century. In the three interior 
ecoprovinces the winter day-time maximum 
temperature increased by 1.2°C to l.6°C per century. 

In the spring the northern ecoprovinces (Sub-boreal 
Interior, Boreal Plains, Taiga Plains, Northern Boreal 
Mountains) warmed by 1.1 °C to 1.5°C per century. 
The southern half of BC showed no trend in the spring 
for changes in day-time maximum temperature. 

In the Georgia Depression ecoprovince there 
was no trend in the data for day-time maximum 
temperature for any season. 
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TRENDS IN MINIMUM TEMPERATURE 

Annual night-time minimum temperatures 
increased across BC an average of 2.0°C per 
century from 1900 to 2013. The greatest 
increase in minimum temperature has been 
recorded in the Boreal Plains ecoprovince, where 
daily minimum temperature increased at a rate 
equivalent to 2.8°C per century. In the Taiga 
Plains and Sub-Boreal Interior ecoprovinces the 
annual daily minimum temperature increased 
2.6°C per century. On the coast (Georgia 
Depression and Coast and Mountains) the 
annual night-time minimum temperatures 
increased 1.2°c to l.5°C per century. 

Seasonal data indicate that night-time 
minimum temperatures increased across all 
of BC for all seasons. The average night-time 
minimum temperature increased in winter for 
the province at 3 .1 °C per century. 

In the Boreal Plains the night-time 
minimum temperature increased at the 
greatest rate for all ecoprovinces, in all 
seasons. In the winter, in the Boreal Plains 
ecoprovince, the night-time minimum 
temperature increased by 4 .8°C per century, 
in spring it increased by 2.2°C per century, in 
summer by 2.4°C per century and in fall by 
l.9°C per century. In contrast, in the Georgia 
Depression ecoprovince, the night-time 
minimum temperature increased at a 
rate equivalent to l.2°C in the winter, 1.2°C 
in the spring, 1. 5°C in the summer and 
0.8°C in the fall. In the interior (Central 
Interior, Southern Interior and Southern 
Interior Mountains) the night-time minimum 
temperature increased by 2.4°C to 2.9°C 
per century in the winter, in the spring it 
increased by 1. 7°C to l .8°C per century, in 
the summer by l.9°C to 2.0°C per century 
and in the fall by 1.1 °C to 1. 3 °C per century. 

The night-time minimum temperature 
increased in the winter in the Taiga Plains 
ecoprovince by 4. 7°C per century, and in the 
Sub-Boreal Interior ecoprovince by 4.2°C per 
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Change in 
Maximum 
Temperature, 
by season, 
1900-2013 

SOURCE: Data from Ministry of Environment Climate Related Monitoring 

Program and Environment Canada. Trend Analysis for 1900 through 2013 
conducted by PCIC, 2014 for the Ministry of Environment Climate 
Action Secretariat. NOTES: All statistically significant trends are positive 
and indicate warming. NS indicates that trend is not rtatistically significant. 
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Change in 
Minimum 
Temperature 
by season, 
1900-2013 
(°C per 
century) 

SOURCE: Data from Ministry of Environment Climate Related Monitoring 

Program and Environment Canada. Trend Analysis for 1900 through 2013 
conducted by PCIC, 2014 for the Ministry of Environment Climate Action 
Secretariat. NOTES: All statistically significant trends are positive and 
indicate warming. 
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century. In both ecoprovinces the summer night
time minimum temperature increased by 2.1 °C 
per century. 

WHY IS IT IMPORTANT? 

The strong, increasing trends in minimum 
temperature, especially during the winter, have likely 
made the greatest contribution to the general warming 
trends across the province. In regions and in seasons 
where trends in both minimum and maximum 
temperatures were observed, minimum temperatures 
increased faster than maximum temperatures over 
the record period. As a result, the temperature range 
during the average day has decreased. 

The Intergovernmental Panel on Climate 
Change (IPCC) has concluded that the increase 
in minimum temperatures has lengthened the 
freeze-free season in many mid-and high-latitude 

13 

regions. Higher night-time minimum temperatures 
in fall, winter, and spring may enhance the 
growing conditions for both valuable and pest 
plant and insect species and decrease heating 
costs. In summer, they may increase heat-related 
stress in humans and other species because 
buildings and habitats may not be able to cool 
down adequately at night. In some parts of BC, 
freeze-thaw cycles may increase in frequency. 

WHAT CAN WE EXPECT IN FUTURE? 

Climate models project that in the 21st century, 
night-time lows in many areas will continue to 
increase more than day-time highs. A number of 
models suggest that in the Northern Hemisphere 
the gap between the daily maximum and the 
daily minimum will decrease in winter and 
increase in summer. 
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CHANGES TO TEMPERATURE AND PRECIPITATION 

Revised 2015 

Average precipitation increased over 

most of southern BC from 1900 to 

2013. More water may be available to 

recharge groundwater aquifers, maintain 

river flows, and replenish soil moisture. 

Hydroelectric power generation, 

irrigation, and domestic water use may 

benefit. In some seasons, increased 

runoff may increase the chance of 

landslides and debris torrents, or exceed 

the capacity of municipal drainage and 

sewage systems. 

ABOUT THE INDICATOR 
The indicator measures changes in annual average 
daily precipitation at weather stations across BC. It 
also measures changes in average daily precipitation 
in each of the four seasons. Trends are based on 
data from 1900 to 2013. While these trends are 
reported for the whole period from 1900 to 2013, 
at the beginning of that time period the network of 
weather stations was relatively sparse through BC. 
The statistical uncertainty in the trends may not fully 
capture the uncertainty that arises from changes 
in the observational network over time. However, 
the precipitation trends reported here are broadly 
consistent with other analyses carried out at a coarser 
spatial resolution and at individual stations. 

Seasonal trends are based on averages for spring 
(March-May), summer (June-August), fall (September
November), and winter (December-February). 

ANNUAL PRECIPITATION TRENDS 
Province-wide average annual precipitation has 
increased by 12 percent per century. Average annual 
precipitation increased by 17 percent per century in 
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Change 
in Average 
Precipitation, 
1900-2013 
(% per century) 

SOURCE: Data from Ministry of Environment Climate Related Monitoring 

Program and Environment Canada. Trend Analysis for 1900 through 

2013 conducted by PCIC, 2014 for the Ministry of Environment. 

NOTES: All statistically significant trends are positive and indicate increasing 
precipitation. NS indicates that trend is not statistically significant. 

the Southern Interior and by 21 percent per century 
in the Southern Interior Mountains ecoprovinces. 

Precipitation in the Central Interior increased by 
17 percent per century. Precipitation increased in 
the Coast and Mountains ecoprovince by 10 percem 
per century. In the Georgia Depression ecoprovince, 
precipitation increased by 14 percent per century 

In the Sub-Boreal Interior and the Boreal 
Plains ecoprovinces average annual precipitation 
has increased by 14 percent per century. The data 
do not indicate a statistically significant trend for 
the Northern Boreal Mountains. 

SEASONAL PRECIPITATION TRENDS 
Trends in seasonal precipitation are varied through 
BC. Through most of the province, the data do 
not indicate statistically significant trends in 
winter precipitation. And, the data do not indicate 
seasonal trends in the Coast and Mountains 
ecoprovince. 

In the Georgia Depression ecoprovince, 
precipitation has increased by 23 percent per 
century in the spring, and the data do not indicate 
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Change in Seasonal Precipitation, 
1900-2013 (% per century) 

SOURCE: Data from Ministry of Environment Climate Related Monitoring 
Program and Environment Canada. Trend Analysis for 1900 through 
2013 conducted by PCIC, 2014 for the Ministry of Environment. 
NOTES: All statistically significant trends are posrtive and indicate increasing 
precipitation. NS indicates that trend is not statistically significant. 

any seasonal precipitation trends in other seasons. 
In the Boreal Plains ecoprovince, precipitation has 
increased by 18 percent per century in the summer 
and the data do not indicate any seasonal trends for 
any other seasons. 

In the interior and southern coast of BC, 
precipitation is increasing in the spring months. 
In the Taiga plains and the Northern Boreal 
Mountains ecoprovinces, the precipitation trends 
indicate an increase in precipitation in the winter, 
summer and fall, but not in the spring. In the four 
interior ecoprovinces in BC there is a trend towards 
increasing precipitation in the spring, summer and 
fall, but not in the winter. 

The date that each season arrives varies from 
one part of BC to the next, depending on climate, 
latitude, and elevation. The seasonal trends 
described here are based on calendar dates, and 
may therefore fail to reflect the seasons well for 
some parts of BC. 
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WHY IS IT IMPORTANT? 

Precipitation is a fundamental aspect of climate and 
a key indicator of climate change. It is highly variable 
across BC as a consequence of topography and 
natural climate variability Mountain slopes that face 
the prevailing westerly winds receive considerably 
more rain than leeward slopes or adjacent valleys. 

Natural and human systems are adapted to such 
variability. Climate change, however, may mean a 
shift to warmer, wetter years, more frequent wet 
years, greater year-to-year variability, and more 
extreme precipitation events. Long-term changes in 
the amount, form, and timing of precipitation have 
significant impacts on freshwater and terrestrial 
ecosystems as well as on human activities. The 
impacts will vary depending on season, and some 
impacts may carry over from one season to the next. 

In general, an increase in precipitation suggests 
that more water is available for natural systems, 
to recharge groundwater aquifers, maintain river 
flows, replenish soil moisture, maintain wetlands 
and marshes, and support plant growth. Human 
activities that depend on water supply - including 
hydroelectric power generation, irrigation, domestic 
water use, and some industrial processes - may 
benefit. Increased precipitation may also be 
responsible in some areas and in some seasons for 
increased flooding and damage to ecosystems and 
infrastrncture. Increased year-to-year variability in 
precipitation may have adverse impacts on wetlands 
and other ecosystems and make water planning 
more complex. 
• Where winter precipitation falls as snow - in 

the interior and north of BC, for example -
an increase in precipitation may help local 
economies based on skiing and other winter 
recreation activities, but increase the cost of road 
maintenance and accidents. Snow build-up during 
the winter may increase the amount of water 
released into streams and rivers in spring and 
summer when the snow melts. 
Where winter precipitation falls as rain - on the 
coast, for example - an increase in precipitation 
may increase winter rnnoff, exceeding the capacity 
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of municipal drainage and sewage systems and 
reducing water quality. 

WHY 15 PRECIPITATION INCREASING? 
Atmospheric warming is a component of climate 
change. Warmer air can hold more water vapour, 
pick up water faster from the earth, lakes, and 
oceans, and carry more moisture to the land, where 
it falls as rain or snow. Thus atmospheric warming 
is associated with a global increase in precipitation 
over land. 

In BC, prevailing winds carry moisture inland 
from the Pacific Ocean. As the air rises over coastal 
mountains, it cools, releasing moisture. Average 
surface temperatures of the ocean and the land 
increased during the 20th century. As a result, winds 
carry more moisture from the ocean to the coast and 
the interior of the province. 

WHAT CAN WE EXPECT IN FUTURE? 
Average annual precipitation across BC will continue 
to vary from year to year in response to natural 
cycles in air and ocean currents. Relatively wet years, 
however, will almost certainly increase in frequency 
through the end of the century 
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Climate models project that average annual 
precipitation in the mid-latitudes of the Northern 
Hemisphere will continue to increase. Precipitation 
is projected to increase by 4 to 17 percent by 
the 2080s compared to the 1961-1990 historical 
average, according to PCIC's Plan2Adapt tool. 
Winter precipitation is projected to increase from 
5 to 23 percent in the province as a whole by the 
2080s. As temperatures increase, more winter 
precipitation will fall as rain rather than snow. 
More information about future climate in BC 
can be found online at Plan2Adapt (http:// 
www. pad ficclima te. org/a nalysis-too ls/p lan2adap t). 

Annual averages for precipitation do not tell us 
a lot about how and when that precipitation occurs. 
According to the IPCC, frequency and intensity of 
heavy precipitation events has likely increased in 
North America since 1950 due to climate change. 
The frequency and intensity of heavy precipitation 
events is likely to increase in BC through the 21st 
century. This could result in an increase in extreme 
precipitation events (heavy rain and snow) and the 
possibility of increased localized flooding. 
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Revised 2016 

The water content and the depth of 
snow is decreasing, resulting in higher 
snow density in some parts of BC. 
Changes in snowpack affect the amount 
of water that is stored over the winter 
and released to groundwater aquifers, 
streams, and rivers in the spring and 
summer. These changes may affect 
the timing of snowmelt and local heat 
exchange processes. 

ABOUT THE INDICATOR 

The indicators measure changes in snow depth 
and snow water equivalent (SWE), the amount of 
water that is contained in the snow pack. Together, 
the measures provide information about snow 
density. Trends are based on data collected at 
provincial snow survey stations in spring (April 1) 
between 1950 and 2014. Most stations are located 
between 1,000 and 2,000 metres above sea level. 

SNOW TRENDS IN BRITISH COLUMBIA 
Trends in SWE and snow depth in BC are not 
uniform across the regions studied. 

In the Southern Interior Mountains, SWE 
decreased at a rate of 5 percent per decade. Snow 
depth decreased at a rate of 7 percent per decade. 

In the Central Interior, SWE decreased at a rate of 
5 percent per decade. Snow depth decreased at a rate 
of 10 percent per decade. 

In the Southern Interior SWE decreased at a rate 
of 7 percent per decade. Snow depth decreased at a 
rate of 11 percent per decade. 

In the Boreal Plains, Georgia Depression, the 
Northern Boreal Mountains, and Taiga Plains 
ecoprovinces, there have not been significant SWE 
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Change in 
Snow Water 
Equivalent, 
1950-2014 
(% per decade) 

SOURCE: Data provided by the River Forecast Centre, Ministry of Forests, Lands 
and Natural Resource Operations, and Ministry of Environment. Analysis by PCIC, 
2016, for Ministry of Environment. Notes: All statistically significant trends are negative 

and indicate decreasing SWE. NS indicates that trend is not statistically significant. 

trends. Snow depth in the Georgia Depression 
decreased by 6 percent per decade. 

Together, SWE and snow depth provide 
information about snow density. In general, as 
SWE increases for the same volume of snow, or 
as depth decreases while SWE remains constant, 
density increases. Snow density has increased in four 
ecoprovinces; the three where snow depth decreased 
at a faster rate than SWE, and the one where SWE 
showed no significant trend but depth decreased. 

WHY IS IT IMPORTANT? 

Snow acts as a temporary storage system for winter 
precipitation, and SWE is a measure of how much 
water is stored as snow. When snow melts in spring 
and early summer, this water becomes available to 

recharge groundwater aquifers, fill reservoirs, and 
replenish soil moisture. 

Many rivers in BC are snowmelt-fed, meaning 
they are characterized by a surge of water when 
snow melts in the spring and early summer. This 
influx of meltwater helps keep temperatures at 
a comfortable level for fish and other aquatic 
organisms. In many parts of BC, it also ensures that 
enough water is available in summer for irrigation, 
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Change in 
Snow Depth, 
1950-2014 
(% per decade) 

SOURCE: Data provided by the River Forecast Centre, Ministry of Forests, Lands 
and Natural Resource Operations. Analysis by PCIC, 2016, for Ministry of Environment. 
Notes: All statistically significant trends are negative and indicate decreasing snow 
depth. NS indicates that trend is not stafotically significant. 

hydro-electric power generation, industry, fisheries, 

and domestic water use. 
Snow depth affects the capacity of snow to act 

as an insulator. In general, the deeper the snow, the 
greater its insulating value. Changes in snow depth 
may therefore affect the local rate of heat exchange 
between the land and water and the atmosphere, and 
the rate and time at which ice melts. 

Snow density can affect Lhe timing and rate of 
melting. Denser snow is closer to its melting point. 
Increasing density may signal earlier or more rapid 
spring melting. Heavy rainfall on top of dense, wet 
snow can trigger rapid melting and flooding and 
damage to ecosystems and infrastructure. 

The geographical extent of snow cover is as 
important as its physical characteristics. Satellite 
data show that in the Northern Hemisphere, the 
extent of early spring snow cover has decreased 
by about 10 percent from pre-1970 values. This 
has adverse implications for recreational winter 
sport activities and related economies. It may also 
contribute to local warming as exposed ground 
absorbs and retains heat. 
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WHY IS THE SNOWPACK CHANGING? 

Snow accumulation and its characteristics are 
the result of air temperature, precipitation, storm 
frequency, wind, and the amount of moisture in the 
atmosphere. Changes in these and other climate 
properties can therefore affect snowpack. 

Winter warming is the most likely cause of 
increasing snow density. As winter temperatures 
warm, more winter precipitation is likely to fall as 
heavy "wet" snow. Rain or sleet may compact snow 
already on the ground. Wanner air temperatures can 
cause snow already on the ground to melt onto itself. 

Temperature also affects the altitude of the 
snowline in mountainous areas and hence the 
total size of the area above the snowline. As 
temperature increases, the area above the snowline 
shrinks. This in turn affects the proportion of 
total precipitation that falls and is stored as snow 
and the amount of rnnoff in spring and summer. 



CHANGES TO TEMPERATURE AND PRECIPITATION 

The Intergovernmental Panel on Climate Change 
(IPCC) has concluded that there is a highly 
significant correlation between increases in surface 
temperatures and decreases in the extent of snow 
and ice in the Northern Hemisphere. 

WHAT CAN WE EXPECT IN FUTURE? 

The amount of precipitation that falls as snow will 
continue to vary from year to year in response to 
natural climate cycles. Climate models project, 
however, that as the Earth continues to warm, the 
extent of snow cover in the Northern Hemisphere 
will continue to decrease during the 21st century. 
The IPCC has concluded that in mountainous 
regions of North America, particularly at mid
elevations, higher temperatures could lead to a 
long-term reduction in peak snow-water equivalent, 
with the snowpack building later in the year and 
melting sooner. 

19 

Projected Change in Snow
Water-Equivalent in the Canadian 
Portion of the Columbia River 
Basin, 2011-2100 
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Projections of April 1 snowpack for three future periods show reductions at lower 
elevations and increases at higher elevations as the 21st century progresses. The 
snowpack retreats to higher elevations, reducing its area progressively through the 
century. The lowest elevations are projected to lose the majority of their snowpack 
by volume by the end of the century while higher elevations will see modest gains in 
snow. Overall, less water will be stored as snow in the future and this storage will occur 
at higher elevations than historically. SOURCE: Adapted from Werner, et al. (2013). 
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Revised 2015 

All glaciers in BC retreated from 1985 

to 2005. In the short term, retreating 

glaciers add water to glacier-fed streams 

and rivers. In the long term, this retreat 

will decrease late summer to early 

autumn runoff for these rivers. 

ABOUT THIS INDICATOR 
Glaciers advance and retreat in response to changes 

in climate over time scales from decades to centuries. 

Glaciers thus respond to long-term changes in climate. 

This report includes two indicators of change in glacier 

coverage in BC. The first indicator is a measure of the 

change in area covered by glaciers in BC. Glacier area 

change was assessed by comparing the mapped extents 

of glaciers from the BC Terrain Resource Information 

Management (TRIM) program in 1985 with Landsat 

satellite imagery from 2005. The second indicator 

is the rate of change in the volume of glacier ice. 

Glacier volume change was assessed by differencing 

the topography measured during the TRIM campaign 

from the topography measured during the shuttle radar 

tomography mission (SRTM) in 2000. 

Note that there are no glaciers in the Taiga Plains 

or Boreal Plains ecoprovinces of BC, so no results are 

reported for those regions. 

GLACIER AREA CHANGES 
From 1985 to 2005 the glacier coverage in the 

province as a whole decreased by 2525 km2. Most 

of the glaciers in BC are in the Coast and Mountains 

ecoprovince, so while there was a large area of 

ice coverage lost, it corresponded with a smaller 

percentage area loss than southern and central 
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Change in 
Glacier Area 
1985-2005 
(km2 and%) 

SOURCE: Bolch et al. (2010) NOTES: All changes are negative and indicate decreasing area. 

regions of BC. The glaciers in the Georgia Depression 

ecoprovince are primarily on Vancouver Island, 

and those had the greatest percent area loss in the 

province. The area of glaciers in this region is small, 

however, so this represents a small change in the 

overall glacier ice cover of BC. The Central Interior 

ecoprovince lost 12 percent of the area of glacier ice 

coverage from 1985 to 2005. The Northern Boreal 

Mountains, Sub-Boreal Interior and Southern Interior 

Mountains lost 15 to 16 percent of the area of glacier 

ice coverage. 
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Glacier Volume 
Loss Rate 
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SOURCE: Data from Schiefer et al. (2007) NOTES: All changes are negative and 
indicate loss of volume. NT indicates that there was no trend. 
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TRENDS IN GLACIER VOLUME LOSS RATE 

From 1985 to 2000 the province of BC lost 21.9 km3 

per year of ice from glaciers. As the Coast and 
Mountains ecoprovince has the most ice by volume, 
it also experienced the greatest volume loss rate. 
The Northern Bo real Mountains have the second 
largest area of ice in the province and are currently 
experiencing the second largest volume loss. We 
see from the temperature indicators that this is also 
where the most dramatic warming is occurring and 
this is likely driving the volume loss. The volume 
loss rate in the Sub-Boreal Interior and Southern 
Interior Mountains ecoprovinces equaled 1.1 and 
1.8 km3 per year, respectively. 

Although the glaciers on Vancouver Island (Georgia 
Depression ecoprovince) had the greatest percentage 
area change, they are small glaciers so estimates of the 
volume loss rate are uncertain. The estimated volume 
change is near zero for the period, but confidence in 

this number is low: 

WHY IS IT IMPORTANT? 

Glacial meltwater feeds many mountain streams 
and rivers in BC, including the Cheakamus River, 
Pemberton Creek, Slesse Creek, Homathko River, 
Lillooet River, and Squamish River. In glacier-fed 
rivers, the highest flows tend to occur in early or 
mid-summer, depending on latitude, and glacier 
runoff can account for a significant portion of the 
available water supply. 

Glacier retreat is therefore likely to cause 
changes in the flow timing and temperature of 
some streams and rivers. These changes - along 
with other climate-driven changes to hydrological 
systems (see "Freezing and Thawing") - will 
likely have significant impacts on freshwater and 
estuarine ecosystems and on aquatic species. They 
will affect other biological systems and human 
activities that depend on water. 

In the short term, melting glaciers will likely 
discharge more water into some BC streams and 
rivers. This may provide short-term benefits to 
hydroelectric power generation, water-based 
recreation, irrigation, fisheries, and other water 
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users. Higher flows may also, however, increase 
stream turbidity and damage fish habitat and 
riparian areas. 

In the longer term, glacier retreat will likely 
mean reduced water volume in glacier-fed streams 
and rivers, especially during the summer months. 
In water-short regions, this could generate increased 
competition between various water users. 

WHY ARE GLACIERS MELTING? 

The advance or retreat of a glacier represents the 
integration of many climate-related events that may 
occur over a period as short as one year or as long 
as centuries. 

Climate models suggest that for most glaciers, 
changes in temperature, rather than changes in 
precipitation, control the evolution of glacier ice 
volume. Although winter precipitation fuels the 
growth of a glacier, a warm summer can melt large 
gains from more than one previous year. The IPCC 
assesses that warmer temperatures associated with 
climate change are the cause of world-wide glacial 
melting. 

VVHAT CAN \,'VE EXPECT IN FUTURE? 
Glaciers and ice caps are projected to continue 
their widespread retreat through the 21st century 
Globally, the actual rate of retreat will depend on 
the rate at which the temperature increases. The 
retreat of most glaciers will accelerate, and many 
small glaciers may disappear. Areas that are currently 
marginally glaciated are likely to become ice-free in 
future. 

In BC, glaciers will continue to retreat throughout 
the province. The smaller glaciers in the southern 
ecoprovinces are likely to disappear by the end of the 
21st century Even glaciers with a high proportion of 
their surface at high elevations will continue to retreat. 



CLIMATE CHANGE AND FRESHWATER ECOSYSTEMS 

2002 edition 

Ice on lakes and rivers in BC melts earlier 

now than it did several decades ago. 

When ice melts earlier in the spring, 

it can affect lake productivity, aquatic 

ecosystems, and winter activities. 

Change in 
Date of 
First Melt, 
1945-1993 
{days per 
decade) 

SOURCE: Data from Meteorological Service of Canada, Environment 

Canada. Analysis by Canadian Institute for Climate Studies, 2001. for 
Ministry of Water; Land and Air Protection. NOTES: A negative trend 
means that water bodies start to melt earlier in the year. 

ABOUT THE INDICATORS 
The indicators measure changes in the dates on 
which key freezing and thawing events occur on 
lakes and rivers in British Columbia. They are: 

• date of first melt 
• ice-free date (when rivers and lakes are 

completely free of ice) 
• first date of permanent ice 

• date of complete freezing 
Trends are based on data from six (and for 

one indicator, seven) stations. The records span 
27 to 51 years, and most cover approximately 

three decades. 

MELTING AND FREEZING TRENDS 
Lakes and rivers now start to melt earlier in spring, 
on average, than they did several decades ago. First 
melt has become earlier by 9 days per decade in 
Dease Lake, 5 days per decade in Fort Nelson, 7 days 
per decade in Omineca River, and 8 days per decade 
in the Thompson River region. 

Lakes and rivers also become free of ice earlier, 
on average, than they did several decades ago. The 
ice free date has become earlier by 6 days per decade 
in the Thompson River region, 3 days per decade in 
Omineca River, 4 days per decade at Charlie Lake, 
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north of Fort St. John, 3 days per decade at Dease 
Lake, and 2 days per decade at Fort Nelson. 

Lakes and rivers in northern BC may freeze later 
in the fall, on average, than they did several decades 
ago. At Charlie Lake, the first permanent ice appears 

5 days per decade later. At Fort Nelson, lakes freeze 
over completely 4 days per decade later. These 
trends are not replicated in adjacent stations and 
are considered weak. 

The Intergovernmental Panel on Climate Change 
(IPCC) has concluded that the annual duration 
of lake and river ice in the mid-latitudes of the 

Northern Hemisphere probably decreased by about 
two weeks during the 20th century, or at a rate of 
I to 2 days per decade. It is difficult to compare the 
BC trends with this global average because the BC 
trends are based on data collected during a shorter, 
relatively warm period. The BC trends likely reflect 
climate variability rather than climate change. 

WHY IS IT IMPORTANT? 

The duration of ice on lakes and rivers is important 
for transportation. Vehicles involved in winter 
logging and oil and gas exploration can move about 

more easily when water bodies are frozen. Skiers 
and snowmobilers can use frozen lakes and rivers as 
backcountry roads. 
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Change in 
Ice Free Date, 
1945-1993 
(days per 
decade) 

SOUR~E: Oat~ from Met~orological Service of Canada, Environment Canada. Analysis by 
Canadian Institute for' Climate Studies, 2001, for Ministry of Water, Land and Ait Protection. 
NOTES: A negative trend means that water bodies are ice-free earlier in the year. 

The duration of ice can also affect the 
productivity of freshwater ecosystems. The 
temperature of most lakes varies depending on 
depth. When lakes are cold - at high latitudes, at 
high elevations, or in winter - water at the bottom of 
the lake is warmer than water at the top. When lakes 
are warm - in low- to mid-elevations and latitudes 
and in summer - water at the bottom of the lake is' 
colder than water at the top. In spring and fall, many 
lakes go through a period in which temperature 
differences and thermal stratification disappear. This 
allows the water, and the nutrients, oxygen, and 
micro-organisms it contains, to mix throughout the 
lake, increasing productivity. 

In lakes that currently undergo thermal 
stratification in summer, a longer ice-free period 
means that stratification develops earlier in the year 
and lasts longer. Periods of mixing during spring 
and fall may be reduced in length. Increasing 
temperatures mean that some lakes that currently 
freeze over in winter may no longer do so. They 
may move from a regime that includes winter 
stratification to one that includes winter mixing. 

The IPCC has concluded that changes in thermal 
regimes and lake-mixing properties may have a 
significant effect on the concentration of dissolved 
oxygen in the deeper layers of many lakes, and 
consequently on available fish habitat. They may 
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also affect primary productivity - the growth of 
phytoplankton - in the upper layers of these lakes, 
with impacts on fish production. The direction and 
magnitude of these effects will vary depending on the 
unique characteristics of the lake. 

Many aquatic systems are sensitive to 
temperature, and thawing and freezing events may 
mark milestones in their life cycles. A longer ice-free 
season may mean a longer growing season for these 
organisms. It may allow some species to move into 
new areas that were previously not habitable to them. 

V\JHY IS THE !CE MELTING EARLIER? 
Climate affects the formation, thickening, and 
melting of ice - processes that reflect the beginning 
and end of the cold season and its severity Air 
temperature is the main influence on the rate of 
heat loss and gain from water bodies and the timing 
of freeze-up and melt. Other contributing factors 
include cloudiness, solar radiation, wind speed, 
humidity, precipitation, the depth and composition 
of snow on top of the ice, and water temperature. All 
of these factors reflect local climate conditions. 

During the past century, almost all regions of BC 
have experienced warmer spring temperatures (see 
"Average Temperature"). Earlier dates of first melt 
and ice breakup are consistent with these trends. 

The IPCC attributes Lhe reduction in the duration 
of ice during the 20th century to climate change. 
The BC trends, however, are based on short data 
records. Most begin during a slightly cooler period -
the 1940s and 50s - and end during a warmer 
period - the 1990s. They are therefore very likely to 

have been influenced by natural climate variability. If 
longer records were available, they would probably 
show slower rates of change in BC. 

WHAT CAN WE EXPECT IN FUTURE? 

Climate models project that globally, atmospheric 
warming associated with climate change will 
continue to be more pronounced in winter and 
spring than in summer and fall. This warming will 
likely continue to cause earlier thawing of ice on 
provincial lakes and rivers. 
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Seasonal changes in the timing and 

volume of river flow have occurred in 

several locations. The bulk of water 

flow is occurring earlier in the year on 

average. At many locations, river flow 

has decreased in late summer and early 

fall. This could contribute to water 

shortages for humans and ecosystems. 

ABOUT THE INDICATORS 

The indicators measure changes in the timing as well 
as volume of water. Timing is quantified as trends 

in the dates by which one-half of the total annual 
volume of each river has passed. Volume changes 
are quantified by trends in seasonal minimum, 
maximum, and mean flows. To better assess trends 
in rivers for more of the province, and for rivers 
that are rainfall- or snowmelt-fed, daily river flow 

measurements were analyzed for basins across the 
province over a 55-year period from 1958 to 2012. 
In some places it was also possible to analyze a 
101-year period from 1912 to 2012. 

TRENDS IN RIVER FLOW IN BC 
Long-term records are available for five sub-basins 

of the Fraser River watershed (Adams, Stellako, 
Stuart, Lillooet, and Clearwater) and the Fraser 

River at Hope, which drains roughly a quarter of the 
province. At the Stellako and Fraser at Hope, the 
date when half the annual water volume has passed 
advanced nine and six days respectively over 1912 
to 2012, while in the Adams the date became seven 
days later over the 101-year record. Minimum daily 
flow increased at four of the six sites which, for the 
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A,. Significant Increase 

"f' Signifkant Decrease 

Trends for 
summer (JJA) 
mean flows, 
1958-2012 

June, July, August (JJA) mean flow trends between 1958 and 2012. 

SOURCE: Data from the Water Survey of Canada, Environment and 

Climate Change Canada (1958-2012). Station list see Appendix C. 

Analysis by PCIC for Ministry of Environment, 2016, 

Fraser River watershed and its sub-basins, occurs in 
late winter prior to the onset of spring melt. Three 
sites demonstrated significant decreases in mean 
summer Qune, July and August) flow, ranging from 

a 16% to 40% decrease and two sites (Stellako and 
Lillooet) had significant decreases in minimum flow 
in late summer Quly, August, and September) by 

31 % and 39%, respectively. Annual minimum, late 
spring maximum, and spring mean showed increased 
flow for some sites. All other indicators showed 
declining trends. 

Data was available at stations on the Chemainus, 
Koksilah, Stellako, Stuart, Clearwater, Adams, Fraser, 
Lillooet, Columbia, Kootenay, and Swift for the more 
recent 1958 to 2012 record. Of these rivers, the 
Chemainus and Koksilah are rainfall-fed, while the 
others are snowmelt-fed. Declines were seen in most 
metrics for most rivers, reinforcing the pattern found 
over the 101-year record with fewer stations. Late 
spring maximum flows (April, May.June) decreased 
at the Koksilah and Columbia (at Donald) and late 
summer minimum flows Quly, August, September) 

decreased at four stations (Chemainus, Stellako, 
Clearwater, and Fraser). Mean summer flow volume 

Qune, July, August) also decreased between 17% and 
39% at four stations (Stellako, Clearwater, Fraser, 
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Changes to Fraser River Flow between 1958 and 2012 
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Comparison of flow of the Fraser River at Hope for two equal-length time periods, 
1958•1984 and 1986-2012, showing median and 10th and 90th percentiles. Seasonal flows 
have decreased between the first and the second time period during winter (December, 
January, February), summer (June, July, August), and fall (September, October, November), 
SOURCE: Data from the Water Sur.fey of Canad.:., Environment and Climate Change 
Canada (1958-2012), Fraser River at Hope (08MF0D5), augmented with data recei..,ed from 
Alan Chapman in 2007, which were adjusted for extractions via the Nechako Reservoir. 
Analysis by PCIC for Ministry of Environment 2016. 

and Columbia). Because summer flow makes up 
a relatively small proportion of total annual flow, 
these large percentages have smaller impacts on 
total annual flows. However, mean annual flow 

decreased by 16% in the Fraser at Hope, which is 
important considering the expanse of BC this basin 
covers. Over this same period, precipitation showed 
a statistically non-significant decline of 3% ( +/-17%) 
per century The discrepancy between the declining 
river flow and modest to no declines in precipitation 
indicates the influence of rising temperatures over 
this period. Warmer temperature leads to greater 
rates of evapotranspiration which reduces water 
available for streamflow. Maximum daily flow did not 
change significantly at any of the stations examined, 
whereas minimum daily flows decreased at two sites 
(Columbia and Koksilah) and increased at one (Swift 
River). Over this period, only one indicator at one 
river showed significant increases in flow; the Swift 
Rivers annual minimum flow. All other significant 
trends show flow reductions. Comparing average 

daily streamflow for the Fraser River at Hope for two 
27-year periods illustrates the type of changes driving 
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seasonal streamflow trends for many stations across 
BC. Flows are modestly reduced in winter, increased 
during spring, and strongly decreased during summer 
and fall in the latter 1986-2012 period versus the 
earlier 1958-1984 period. These data have been 
naturalized to correct for water diverted from the 
Fraser River catchment to the Nechako reservoir, 
which started in 1958. 

WHY IS IT IMPORTANT? 

Changes in the timing and volume of flow can affect 
both natural ecosystems and human communities. 
Lower flows in summer and later in the season 
may reduce the amount of water available for 
agriculture, hydroelectric power generation, 
industry, and communities in some parts of the BC 
interior. This is a potentially significant problem 
in drier areas such as the Okanagan basin, where 
most streams are already fully allocated to water 

users and water shortages already exist. Low late
season flows are especially a concern in years when 
below-average spring and summer rainfall coincides 
with below-average summer flows. Lower flows 
are also associated with declining water quality 
including warmer water temperatures (see "River 
Temperature") which further threaten the health 
of aquatic ecosystems and their organisms such as 
salmon (sec "Salmon in the River"). 

WHY HAS RIVER FLOW CHANGED? 

Many factors affect trends in these indicators, 
such as changes in temperature, precipitation, 
and evapotranspiration. They also depend on the 
location, size, elevation, and regime of a basin, be it 
predominately rainfall- or snowmelt-fed and whether 
substantial glacier cover exists. Thus, trends in river 
flow are not uniform over the province for every 

indicator. Ten of the 11 stations evaluated are part 
of the Reference Hydrometric Network where direct 
human influence and land use change have not 
significantly altered the flow regime over time. 

Detecting changes in streamflow and attributing 
them to the effects humans have had on climate is 
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Change in Timing of One-half of 
Fraser River Annual Flow, 1912-2012 

" • . . . 

The half-flow day is defined as the day of the calendar year on which one~half of the 
total annual water flow has occurred. The solid line indicates that there is a trend at 
the 5% significance level. Data from the Water Survey of Canada, Environment and 
Climate Change Canada. augmented with data received from Alan Chapman. adjusted 
for extractions via the Nechako Reservoir. Analysis by PCIC for Ministry of Environment, 

2016. See Appendix C for methodology and references. 

more difficult than attributing changes in temperature 
and precipitation. Soil moisture and runoff changes 
are difficult to isolate from the difference in 

precipitation and evaporation alone. Other factors, 
such as changes in land use, stream management, 
water withdrawal and varying water use efficiency by 

plants under different levels of CO2 , also play a role. In 

BC, snow storage and melting are important to runoff. 
Winter temperature has increased significantly across 
the province over the past century leading to less 
winter precipitation falling as snow and earlier melting 
of winter snow cover. The earlier passage of the 
majority of water in snowmelt-fed rivers in the nearby 
US is detectably different from natural variability since 
the 1950s and can be attributed to human-caused 
warming. There is some evidence that declining April 
1 Snow Water Equivalent (SWE) in British Columbia 
has a detectable human influence in simulations 
that compare human-caused warming with natural 
variability. This change is consistent with the expected 
influence of warming on the hydrological cycle. 
Warming is substantial in a study of the Fraser, Peace, 
Columbia, and Campbell basins and attributable to 

human causes. Natural variability alone is not a likely 
explanation for the observed SWE changes. 

WHAT CAN WE EXPECT IN FUTURE? 
Future streamflow in the Fraser, Peace, upper 

Columbia, and Campbell rivers have been 
investigated up to 2098 using multiple Global 
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Climate Models corrected to match the characteristics 
of observed temperature and precipitation data for 
British Columbia. These climate scenarios were used 
as inputs to a hydrologic model covering 100-gauge 
sites in the province. 

During the 2050s (between 2041 and 2070) 
in the Fraser River, annual streamflow is projected 
Lo increase. Winter and spring flows are projected 
to increase, summer flows to decrease and smaller 
changes, in either direction, are projected in the fall. 
Mean annual peak flow is projected to occur between 
5 and 15 days earlier. Most of the trends described 
above were analyzed for sub-basins of the Fraser 
River where the majority of long-term records are 
available over the 101-year period discussed earlier. 
In the 2050s in the Campbell River, changes in annual 
stream flow are expected to be negligible, but warmer 

temperatures in future are expected to result in a 
significant change in the hydrological regime relative 
to the 1970s (1961-1990). This watershed is expected 
to transition from being mixed rainfall- and snowmelt
fed to predominantly rainfall-fed, with increased 
flow during the winter season and decreased flow in 

spring and summer. Similar changes have already been 
observed in other coastal watersheds such as 
the Chemainus. 

Total annual streamflow is expected to increase for 
the upper Columbia River for the 2050s, regardless 
of the model or emissions scenario investigated, but 
there are important seasonal changes that are expected 
to occur. Monthly streamflow is expected to increase 

during the late fall and winter period, the spring melt 
to occur earlier, and flow to be higher during spring 
and early summer and lower in late summer and early 
fall. Annual streamflow is expected to increase for the 

Peace River for the 2050s, regardless of the model 
considered. Monthly streamflow projections for the 
Peace River show consistently higher future discharge 
during fall and winter. Like the upper Columbia, there 
is some indication that the Peace River may experience 
an earlier onset of the spring melt and reductions in 
streamflow to occur during late summer and early 

fall. Some of the trends in observed data mimic the 

projected changes with climate change, suggesting that 
some effects are underway. 
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The average summer temperature of 
the Fraser River has warmed over the 
past five decades. River warming can 

have negative impacts on the health, 
distribution, and survival of salmon but 

positive impacts on aquatic species that 
can tolerate warmer water. 

ABOUT THE INDICATOR 

This indicator measures changes in the average 
summer temperature of the Fraser River at Hells 
Gate. It is based on daily measurements of water 
temperature taken fromjuly 1 to September 15 for 
the years 1953 to 1998. 

TRENDS IN RIVER TEMPERATURE 

The temperature of the Fraser River at Hell's Gate in 
summer warmed during the period 1953 to 1998 at 
a rate equivalent to 2.2°C per century. 

The Fraser River is subject to seasonal and year
to-year variations in temperature that are related to 

short-term natural climate variability. In general, 
summer river temperatures are warmer after an 
El Nifto event and cooler after a la Nina event. 
Because the period of record is only 45 years, these 
short-term climate variations may have as much 
influence on the observed trend towards river 
warming as climate change. 

The average temperature of the Columbia River 
at or near the international boundary during the 
summers of 1959 to 1997 also appears to have 
warmed, but the data are not sufficient to establish a 
trend. In addition, because the Columbia is a highly 
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Change in Average Fraser River 
Temperature, 1953-1998 

• 

SOURCE: Historical temperature data from the Pacific Salmon Commission. 
1941-1998. Historical weather data from Meteorological Service of Canada 
Environment Canada 1953~1998. Analysis by John Morrison, Institute of ' 

Ocean Sciences, 2001 for the Ministry of Wate" Land and Air Protection. 
NOTES: Results are statistically significant. (R' = 0.1151, p = .0226). 

regulated river system, any apparent trend might 
be due to human-induced changes in the timing 
and volume of river flow, or to the temperature 
and volume of water reservoirs, rather than to 
climate change. 

VVHY IS lT IMPORTANT? 

The Fraser River flows 1,370 kilometres from its 
headwaters in the Rocky Mountains to the Pacific 
Ocean. It supports ecologically important salmon 
runs, including the majority of Canadian sockeye 
stocks. Almost all runs must pass through Hells Gate 
in their migration upriver to spawn. Warmer river 
temperatures are expected to affect salmon and other 
aquatic organisms. 

In general, warm water temperatures reduce 
salmon fitness, survival, and reproductive success 
and promote potential long-term population declines 
(see "Salmon in the River"). Declines in Fraser River 
salmon stocks have negative impacts on provincial 
fishing and tourism industries and aboriginal and 
other communities that rely on fish. They affect 
predators such as bald eagles and bears and coastal 
ecosystem processes that depend on the nutrients 
provided by salmon carcasses. 
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In addition, many provincial salmon stocks are 
classified as at moderate to high risk of extinction. 

The United National Intergovernmental Panel on 
Climate Change (IPCC) believes that, without 
appropriate management, climate change will 
lead to changes in freshwater ecosystems that will 
cause some species currently classified as "critically 

endangered" to become extinct and the majority of 
species classified as "endangered" or "vulnerable" to 

approach extinction in the 21st century. 
Over the long term, higher temperatures are 

expected to result in a shift in the distribution of 
salmon and other cold-water species to higher 
latitudes and elevations, together with increased 
population fragmentation in more southerly parts of 
their ranges. If other factors were to limit these range 
shifts, an overall reduction in the distribution of 

certain species would be the result. 
River warming may have positive impacts on 

aquatic species that can tolerate warmer water 
temperatures. Native warm-water species may be 
able to expand their range into higher-altitude lakes 
and more northerly regions. For example, a 4°C 
increase in average air temperature is projected to 
expand the ranges of smallmouth bass and yellow 

perch northward across Canada by about 500 
kilometres. There is also an increased likelihood of 
successful invasion by non-native species that require 
warmer water temperatures. 

WHY IS RIVER TEMPERATURE 
INCREASING? 
River temperature is the result of complex 
interactions between the characteristics of the river 
itself, climate, and adjacent land-use practices. 

Many streams and rivers in the Fraser system are 
snowmelt-fed. In these river systems, climate change 
is associated with earlier melting of ice in spring, 
an earlier spring freshet, and lower summer flow 

volume (see "Timing and Volume of River Flow"). 
The average summer temperature of the Fraser River 

is increasing because the average annual temperature 
is getting warmer and because there is less water 

in the river to heat. In addition, when snow melts 
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earlier in the season, it reduces the buffering effect 
of the cold spring freshet on stream temperature in 
early summer. 

Examination of weather records suggests that 
long-term changes in climate are responsible for 

55 percent of the Fraser River warming. During the 
period studied (1953-1998), summer climate as 
measured upriver of Hells Gate at Prince George 
and Kamloops changed in the following ways: air 
temperature increased; cloud cover decreased; solar 
radiation (the amount of sunlight reaching the 
ground) increased; wind speed decreased; and dew 
point temperature increased. Each of these changes 
favours river warming. 

Changes in adjacent land use over the record 
period may also have affected river temperatures. 
Forestry, agriculture, industrialization, and hydro
electric generation tend to decrease the amount of 

vegetation cover along rivers and streams, exposing 
more of the river surface to the suns heat. The 
impacts of these events are small, however, in 
comparison to the impact of climate. 

WHAT CAN WE EXPECT IN FUTURE? 
River temperatures will continue to vary from one 
year to the next in response to short-term natural 
climate variability. If the climate is warming, 
however, years with warmer river temperatures are 
expected to occur more frequently. In addition, river 
temperatures may more often exceed those that are 
optimal for fish. 

Atmospheric temperature and other aspects of 
climate affect river temperature. Climate models 
project that air temperatures in British Columbia will 
increase by 1 °C to 4°C from 1961-1990 historical 

average by the 2080s. The higher rate of warming 
is projected to occur over the interior - the region 
of the province that contains most of the rivers and 
streams that feed the Fraser River system. 
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SALMON IN THE RIVER 

N atural year-to-year variations in river flow 
and temperature affect the survival of sockeye 

salmon stocks. Long-term changes in river flow 
and temperature associated with climate change are 
therefore likely to have an impact on Fraser River 
sockeye populations over time. 

Fish are sensitive to temperature, which regulates 
many cif their physiological processes. When 
their environment is warmer, their metabolic rate 
increases, speeding up internal processes such as 
oxygen consumption, digestion, and mobility. 

Salmon tolerate temperatures of up to about 
24.5°C but prefer temperatures from 12°c to 15°C. 
Because sockeye prefer colder 
temperatures than other salmon 
species, sockeye may be the 
species that is most sensitive to 
climate change. Temperatures 
above 15°C can cause stress 
in sockeye, depleting their 
energy reserves, making them 
more susceptible to disease 

Warmer river temperatures are 
associated with increased mortality 
in migrating salmon stocks. Changes 
in river flow and temperature 
linked to climate change are 
expected to have profound negative 
impacts on some salmon stocks. 

Fraser River 
Watershed 

Fraser River Watershed 

SOURCE: Ocean Science and 
Productivity, Fisheries and Oceans 
canada. 

Each summer and fall, adult 
sockeye return from the ocean 
to spawn in more than 150 natal 
stream, river, and lake spawning 
areas in the Fraser River water-shed. 
Different stocks start their long 
swim upriver at different times. 
The summer run group, including 

and reducing their capacity to 

produce viable eggs and sperm. Temperatures above 
18°C can impair their swimming ability. They can 
die from several days' exposure to temperatures 
between 22°C and 24°C or from brief exposure to 

temperatures above 24°C. 

stocks that originate in the Quesnel 
and Chilko rivers, starts its migration upriver in 
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late July and August. The late run group, including 
Shuswap stocks, arrives at the mouth of the Fraser 
River in August, but typically waits four to six weeks 
before entering the river to start migration. 
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HOW DOES RIVER TEMPERATURE 
AFFECT SOCKEYE SALMON? 
Most Fraser River sockeye stocks must pass through 
Hell's Gate, above Hope, in their migration upriver. 
Measurements taken at Hell's Gate show considerable 
year-to-year variability in river flow and temperature. 

Research has established a link between water 
flow and temperature and mortality in Fraser River 
spawning stocks. Fish may die while in transit up the 
river ("en route mortality") or they may not spawn 
when they arrive at their spawning grounds ("pre

spawning mortality"). 
In several years during the past decade, en 

route mortality in several runs has been greater than 
50 percent. Records from 1978 to 1998 indicate 
that en route losses have been greatest in years 
with warm river temperatures. The connection is 
particularly strong in the summer run group, which 
migrates when river temperatures are at their highest. 
In recent years the late run group has been starting 
migration early and is therefore also at risk. 
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Migration Success of 
Summer Run Sockeye 
and Temperature at 
Hell's Gate, 1978-1998. 

SOURCE: Data and analysis by S. Macdonald and J. Grout, Fisheries and Oceans 

Canada, 2001. NOTES: En route mortality is the difference between estimates 
of the number of fish entering the Fraser River, and the number reaching the 
spawning grounds. A negative number represents fish lost en route. A positive 

number represents uncertainties in estimation, and/or en route fishing activities. 
Results are statistically significant at the 95% level. 
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Pre-spawning mortality across all Fraser River 
sockeye stocks over a five-decade period ranged from 
0 to 85 percent. Studies suggest a weak link between 
higher rates of pre-spawning mortality and warmer
than-average river temperatures. 

Long-term trends in river flow and temperature 
associated with climate change are therefore reasons 
to be concerned about the prospects for many 
Fraser River salmon stocks. Records show that the 
Fraser River is now discharging more of its annual 
volume earlier in the year (see "River Flow and 
Timing'). Earlier spring runoff is associated with 
lower summer flows and higher water temperatures 
(see "River Temperature"). 

WHAT CAN WE EXPECT IN FUTURE? 
While river flow and temperature will still vary from 
one year to the next, summers with lower flow and 
warmer temperatures will likely occur more often 
in the future. This is expected to have profound 
negative impacts on Fraser River sockeye stocks 
over the long term. More research is needed to 
determine whether stocks in more northerly rivers -
the Skeena, Nass, and Somass - and the Rivers 
Inlet and Smith Inlet areas will experience the same 
temperature extremes and will face the same threats 
as a result of climate change. 

warmer winter 
reduced snowpack, 

and snowmelt 

SOURCE: Burghner. R.L. 1991. life History of Sockeye Salmon. In Pacific Salmon Life 
Histories. University of British Columbia, p.3-117. Graphic from Temperature Rising: 
Climate Change in Southwestern British Columbia, 1999. 



j CLIMATE CHANGE AND MARINE ECOSYSTEMS 

Revised 2016 

Average sea level has risen along most 
of the BC coast over the past century. 
Higher sea levels increase the risk of 
flooding of low-lying coastal areas, 
may contribute to increased erosion 
of coastlines, and may damage coastal 
ecosystems and infrastructure. 

Change 
in Average 
Sea Level, 
1910-2014 
{cm per century) 

SOURCE: Data from the Canadian Hydrographic Service, Department 
of Fisheries and Oceans Canada. Analysis by PCIC for Ministry of 
Environment, 2016. NOTES: A positive trend indicates a rise in sea level. 

ABOUT THE INDICATOR 
This indicator measures changes in the average level 
of the sea relative to the adjacent land. It is based on 
records from 1910-2014 (with some gaps) from four 
tide gauges that monitor water levels, located along 
the British Columbia coast. 

The trends identified for coastal BC reflect the 
combined impacts of climate change and vertical 
iand movements caused by geological processes. 
The coast of BC is still rising from a process called 
post-glacial rebound, which refers to the rising of 
land due to past thinning and retreat of the massive 
ice sheet that once covered much of the province. 
In addition, the shifting of tectonic plates generates 
vertical land motion in coastal BC that is causing 
parts of Vancouver Island to rise. 

SEA LEVEL TRENDS 
Average relative sea level rose at the rate of 
13.3 centimetres per century at Prince Rupert, 
6.6 centimetres at Victoria, and 3. 7 centimetres 
at Vancouver. In contrast, relative sea level fell at 
Tofino at the rate of 12.4 centimetres per century. 
These trends reflect the combined impacts of vertical 
movements of the shoreline and a rise in average 
global sea level. 
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The variation in sea level change between the 
four sites is largely explained by different amounts 
of vertical land motion. The southwest coast of 
Vancouver Island is rising at about 25 centimetres 
per century, while the vertical land motion of 
Prince Rupert is negligible, thus e.ls.1)laining the 
approximately 25 centimetres difference in sea-level 
change between Tofino and Prince Rupert. 

Tide gauge measurements from around the 
world suggest that global sea level rose about 
1.7 millimetres per year (17 centimetres per century) 
on average during the 20th century. Over the past 
two decades, tide gauge and satellite measurements 
indicate that the rate of global sea-level rise 
has increased to about 3.2 millimetres per year 
(32 centimetres per century). 

WHY IS IT IMPORTANT? 
Rising sea level will likely contribute to increased 
flooding oflow-lying coastal areas. This may threaten 
wetlands, beaches, dunes, and other sensitive 
coastal ecosystems, and sites of cultural importance 
to Aboriginal peoples. It may also strain drainage 

and sewage systems in some coastal communities. 
Salt water may intrude into groundwater aquifers, 
making the water they contain unfit for household 
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SOURCE: Clague and Bornhold. 
1980. Graphic from Temperature 

Rising, 1999. 

or agricultural use. Even before they are actually 
inundated, low-lying agricultural lands may become 

too saline for cultivation. 
Higher mean sea level and more frequent extreme 

high-water events, such as king tides, will increase the 

likelihood that storms will damage waterfront homes, 
wharves, roads, and port facilities and contribute to 

coastal erosion. 
Areas particularly at risk are the Fraser River delta, 

where 100 square kilometres of land are currently 
within one metre of sea level, and Prince Rupert, 
which experiences extreme high water events more 
frequently than other areas of the coast. 

Changes in the height and direction of prevailing 
ocean waves, storm waves, and storm surges as a 
result of climate change may also have serious impacts 
on some coastal areas. 

Richmond 
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Coastline of Canada: 
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Morphology; Geo!. Survey 
of Canada Paper 80-10, 

p.339-380. Graphic from 

Temperature Rising, 1999. 
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WHY IS SEA LEVEL RISING? 
The rise in average global sea level observed during the 
20th century is very likely due to climate change. As the 
atmosphere warms, sea water warms and expands in 
volume. Thermal expansion is a major influence on past 

changes in sea level. It is expected to make the greatest 
contribution to a rising sea level over the next century. 

Sea level also changes when the overall volume of 
water in the ocean increases or decreases. As glaciers, 
ice caps, and ice sheets lose mass from melting and 
calving, water previously stored on land as ice and 
snow is added to the ocean. This additional water is 
expected to contribute substantially to a rise in global 
sea level over the next century. 

Processes not related to climate change also influence 
relative sea level. These include vertical movements 
of the land and shorHenn natural changes in ocean 
temperature and circulation patterns. For example, 
El Nino events can cause water levels to increase by a 
few tens of centimetres in winter months. 

WHAT CAN WE EXPECT IN FUTURE? 
Climate models project a further rise in global mean 
sea level of 26 to 98 centimetres by 2100. The rate and 
magnitude of this rise in sea level will not be uniform over 
the globe. lt will vary from one basin to another, reflecting 

vaiiations in the amount of ocean warming and the way 
in which ocean crnTents redistribute heat and mass. 

In most areas, climate change is expected to 
produce mean and extreme water levels higher than 
any yet recorded. Where relative sea level is projected 
to rise, extreme high water levels are expected to occur 
with increasing frequency. 

Sea level is expected to continue to rise, even if 
greenhouse gas concentrations in the atmosphere 
stabilize. The deep ocean responds slowly to climate 
change, and thermal expansion of the ocean is likely 
to continue for hundreds of years. As well, ice masses 
(glaciers, ice caps, and ice sheets) are expected to 

continue to shrink with the melted ice increasing the 
volume of water in the ocean. 
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Sea surface temperature in BC's coastal 
waters increased during the 20th century. 
Higher temperatures are associated 
with reduced ocean productivity and 
potential adverse impacts on marine 
resources and the human communities 
that depend on them. 

Change in 
Sea Surface 
Temperature, 
1935-2014, 
(°C per century) 

SOURCE; Data from Department of Fisheries and Oceans Canada. 
Analysis by PCIC for Ministry of Environment, 2016. NOTES: All 

statistically significant trends are positive and indicate a rise in SST. 

ABOUT THE INDICATORS 

Sea surface temperature is measured manually at 
light stations along the BC coastline. Measurements 
are taken at the first daily high tide using a collection 
bucket and thermometers. Of the 19 stations with 
sea surface temperature records, only seven have a 
sufficient record for long-term analysis. Trends were 
calculated on data from the years 1935 through 2014 
on a seasonal and annual basis. 

SEA SURFACE TRENDS IN 
BRITISH COLUMBIA 

Annual average sea surface temperatures have 
warmed significantly between 1935 and 2014 at all 
stations examined. Seasonal sea surface temperatures 
have warmed significantly at some stations and 
seasons and not significantly for others. For fall 

and winter, only three of the seven stations report a 
statistically significant trend (Entrance Island near 
Nanaimo, Langara Island off the NW coast ofHaida 
Gwaii, and Race Rocks in the Strait of Juan de Fuca 
west of Victoria). Warming trends increase in spring 

and are strongest in summer. In spring, four stations 
reported significant trends (Amphitrite Point on 
the west coast of Vancouver Island near Ucluelet, 
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Entrance Island, Pine Island off the northeast coast of 

Vancouver Island, and Race Rocks south of Victoria). 
In summer, five stations show significant warming 
(Amphitrite Point, Entrance Island, Kains Island 
off the northwest coast of Vancouver Island, Pine 
Island, and Race Rocks). Only Entrance Island and 
Race Rocks stations show seasonal trends that are 
significant in all seasons. 

The results show seasonal warming trends from a 
low of 0. 7°C per century for Race Rocks' ·winter trend 
to a high of 2.2°C per century for Entrance Islands 
summer trend. Trends in annual average temperature 
vary substantially from a low of 0.6°C per century 
for Kains Island, to a high of 1.4°C per century for 
Entrance Island. The lack of trends for any season 
at Departure Bay contrasts with results from other 
stations that reveal a significant trend in at least one 
season of the year. Departure Bay is in a location of 
limited tidal mixing and strong influences from nearby 
freshwater outfalls. Other nearby stations, such as 
Entrance Island, are more exposed to the Strait of 
Georgia where substantial tidal mixing and exposure 
to Fraser River waters occurs that minimize other local 
effects. These results differ slightly from published 
period of record analysis of annual trends. This is 
discussed in the reports appendix. 
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The Intergovernmental Panel on Climate 
Change (IPCC) suggests that average global sea 
surface temperature has increased at a rate of 1.1 °C 
per century between 1971 and 2010. The rate of 
warming along the west coast of Vancouver Island -
the coastal area most exposed to trends in the Pacific 
Ocean - is similar to the global average. 

WHY IS IT IMPORTANT? 

Ocean temperature, salinity, and density are 
important measures of marine ecosystem health and 
productivity. Long-term changes in one or more of 
these measures are likely to affect marine species 
and ecosystems and the human communities and 
resource industries that depend on the sea. 

Higher sea surface temperatures are linked to 
changes in salmon distribution and migration patterns 
and subsequent potential declines in reproductive 
success (see "Salmon at Sea"). They are also associated 
with reduced availability of food for and declines 
in seabird populations (see "Seabird Survival"). In 

addition, sea temperature is important because it 
affects the stability of the water column, which in 
turn affects ocean productivity via nutrient supply 

The upper 100 metres or so is the most 
biologically productive part of the ocean. In this 
zone, sunlight drives photosynthesis, supporting the 
growth of microscopic plants. These phytoplankton 
become food for microscopic animals - or 
zooplankton - that in turn support fish and other 
marine animals. 

In spring and summer, as phytoplankton 
populations grow, they use up nutrients in the upper 
layer of the ocean. These nutrients are typically 
replaced in the fall through mixing processes that 
bring mineral-rich water from the ocean depths 
to the surface. Such mixing is the result of waves, 
storms, tides, and prevailing winds. The deeper 
the mixing, the more nutrients rise to the surface, 
and the greater the productivity of the ocean the 
following year. 

Temperature affects the stability of the water 
column and therefore the depth to which mixing can 

Increasing Temperature ('0 Increasing Salinity W~l Increasing Density (g/cm') 
if l' 

Ocean light zones and generalized temperature, salinity, and density-depth profile for ocean water. 
SOURCE: Adapted from Windows to the Universe, University Corporation for Atmospheric Research (UCAR), 2004. 
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occur. Temperature and salinity in the deep Pacific 
Ocean are stable on decade to century timescales. 
The sea surface is typically warmer, less saline, and 
less dense than the deeper water and therefore tends 
to "float" on top of the deeper, denser water. ·when 
the sea surface is warmer than usual, the difference 
in density between the surface and deeper water is 
greater, the surface sits more securely on top of the 
deeper water, and mixing becomes more difficult. 

Natural cycles of climate variability are associated 
with cycles in ocean productivity. In an El Nino year, 
the sea surface near the BC coast is warmer than 
usual in summer, and the upper water column is 

more stable. Mixing may therefore occur to a depth of 
only 100 metres. In a La Nina year, the sea surface in 
summer is cooler than usual, and the water column 
is less stable. Mixing may occur down to 140 metres, 
which results in greater ocean productivity. 

The trends towards wam1er temperatures may lead 
to a more stable ocean near our coast, which would 
reduce nutrient supply and be of great concern. 

WHY IS THE SEA SURFACE CHANGING? 
The ocean is an integral and responsive 
component of the climate system. At its surface, 
it exchanges heat, water (through evaporation 
and precipitation), and carbon dioxide and other 
gases with the atmosphere. The 20th century trend 
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towards higher sea surface temperatures is related 
to increasing atmospheric temperatures and is 
symptomatic of the warming ocean, including its 
interior. It ls estimated that more than 90% of 
the increase in heat energy stored by the climate 
system as a result of increased GHGs is stored in 
the ocean. 

Of BCs three regions of coastal waters, the west 
coast of Vancouver Island is the most exposed to the 
Pacific Ocean and the most likely to reflect oceanic 
trends. In the other two regions (Georgia Basin and 
Queen Charlotte Sound), local evaporation and 
precipitation rates and freshwater runoff from rivers 
and streams may affect temperature. 

WHAT CAN WE EXPECT IN FUTURE? 
Sea surface temperature will likely continue to vary 
from year to year and from decade to decade in 
response to natural cycles. Climate models project, 
however, that the Earth will continue to warm 
and that average global sea surface temperature 
will increase by 0.6°C to 2°C in the top 100m by 
the end of the 21st century. The ocean will warm 
more slowly than the land. Current models do not 
yet allow scientists to project with confidence the 
future frequency, amplitude, and spatial pattern of 
El Nino events. 
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SALMON AT SEA 

N atura1 variations in sea surface te_mperat_ure are 
associated with changes m the d1stnbut1on and 

survival of sockeye salmon. As a result, the effect of 
climate change on long-term increases in average 
ocean temperature is likely to have an impact on 
sockeye populations over time. 

Salmon and other fish are cold-blooded, and 
the temperature of their environment regulates 
many of their physiological processes. Warmer 
water temperatures raise their 

species most sensitive to climate change. Fraser River 
sockeye stocks are of particular concern because they 
are already close to the southern boundary of the 
range for sockeye and are thus more likely than other 
sockeye stocks to be exposed to water temperatures 
outside their preferred range. 

Most Fraser River sockeye stocks enter the ocean 
as smolts in the spring and spend a few weeks in 
the Strait of Georgia before migrating northwards 
along the coast of British Columbia to Alaska in 
early summer. During this migration, they stay on 
the continental shelf - a relatively shallow zone 
extending 20 to 30 kilometres offshore. In late 
autumn and winter, after reaching the Aleutian 
Islands, they move southwards into the open ocean. 
They spend one to three years at sea before they 
return as adults to the Fraser River in late summer 
and swim upstream to spawn and die. 

HOW DOES SEA TEMPERATURE AFFECT 
SOCKEYE SALMON? 

The sea surface is subject to natural cycles of 
warming and cooling and corresponding periods 
of lower and higher ocean productivity (see "Sea 

Surface Temperature"). These 
metabolic rate and speed up 
movement and internal processes 
such as growth, oxygen 
consumption, and digestion. 

Studies suggest that salmon 
prefer a temperature very 

For sockeye salmon, warm years are 
associated with increased juvenile 
mortality, reduced distribution, 
increased competition, and reduced 

cycles are associated with year
to-year variability in sockeye 
production. Warmer sea surface 
temperatures are associated 
with increased juvenile sockeye spawning success. 

dose to the temperature that 
promotes optimal growth. 
When food is abundant, they can afford - from 
a biological perspective - to stay in warmer 
waters. The abundance of food makes up for the 
higher requirements needed to fuel a more active 
metabolism. When food is limited, however, fish 
move into cooler waters, where they need less food 
to grow and survive. 

The temperature range that fish prefer is species
specific. In general, salmon like cold water, and 
sockeye prefer colder water than other salmon 
species. For this reason, sockeye may be the salmon 
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mortality, changes in ocean 
distribution, changes in the timing 

of migrations, and smaller returning adult fish. 
During warm years, ocean productivity is rela

tively low and may result in slower growth in juv
enile salmon, making them vulnerable to predation 
for a longer period of time. In addition, subtropical 
fish such as mackerel migrate northwards during 
warm years and can compete for food with, or prey 
upon, young salmon in coastal waters. 

Some researchers have associated increasing sea 
surface temperatures with a decrease in the habitable 
area for sockeye in the North Pacific. During their 
years in the open ocean, sockeye undertake extensive 
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migrations within a region bounded by the Bering 
Sea in the north and 40°N latitude in the south. 
Within this region, the area used by sockeye varies 
by season and is closely associated with water 
temperature. The southern limit of their distribution 
varies from between the 6°C and 7°C isotherms 
in winter, to the 9°C isotherm in spring and early 
summer, and the 13.5°C isotherm in summer. In 
years when sea surface temperature is higher, the 
habitable area for sockeye is smaller. 

Ocean temperature appears to affect the timing 
of sockeye migrations from the ocean back to the 
Fraser River. Evidence suggests that in warm years, 
sockeye arrive later at the mouth of the river. Salmon 
that arrive later than normal at the mouth of the 
river may also arrive late at their spawning grounds. 
Late spawning can have a negative effect on the time 
when young salmon emerge the following spring and 
their subsequent survival. 

Ocean temperature also appears to affect the size of 
the returning fish. In warmer years, if fish congregate 
within a smaller habitable area and compete for 
the same amount of food, individual growth may 

Winter and Summer 
Distribution of 
Sockeye Salmon in 
the Pacific Ocean, 
Under Current (1XCO

2
) 

and Future (2XCO2) 

Concentrations of 
Atmospheric CO

2 

SOURCE: Welch, D.W., Y. Ishida, and 
K. Nagasawa. 1998. Thermal Limits and 
Ocean Migrations of Sockeye Salmon 
(Oncorhynchus nerka): Long-Term 

Consequences of Global Warming. 
Can. J. Fish. Aquat. Sci. 55:937-948. 

NOTES: 1XCO:.i refers to the current 
atmospheric concentration of CO2• 

2XC0lefers to the doubling of 
atmospheric CO2 concentration from 
this baseline. Climate models predict 
that 2XC02 will occur during the 21st 
century. As col concentration increases, 
atmospheric and ocean temperature 
increase, and fish move northwards into 
cooler water. 
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be slower, and returning fish may be smaller than 
normal. In addition, warmer years are associated 
with reduced ocean productivity and the potential 
for increased competition for food. In 1997 -
a particularly warm year in the northeast Pacific 
Ocean - returning sockeye were much smaller than 
normal. Smaller fish may not be able to migrate 
upstream through the Fraser River system to their 
spawning grounds as effectively as larger fish. 

WHAT CAN WE EXPECT IN FUTURE? 
Coastal waters in BC have warmed during the past 
century, and climate models suggest that ocean 
warming associated with climate change will 
continue. While sea surface temperature will still 
vary from one year to the next, it will be "warm" 
during proportionally more years. For sockeye, warm 
years are associated with increased juvenile mortality, 
restricted distribution, increased competition for 
food, and reduced spawning success. An increase 
in the proportion of warm years can therefore 
reasonably be expected to have a profound long-term 
negative impact on Fraser River sockeye stocks. 
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SEABIRD SURVIVAL 

The reproductive success of the Cassin'.s auklet 
(Ptychoramphus aleuticus) is sensitive to ocean 

temperature. Increases in sea surface temperature 
associated with climate change may therefore 
threaten the long-term survival of this seabird. 

The auklet breeds in a few large colonies along 
the western coast of North America. Triangle 
Island, an ecological reserve off the northern tip 
of Vancouver Island, is home to the world's largest 
colony, consisting of 1.1 million 

WHY ARE POPULATIONS DECLINING? 

The evidence suggests that population declines 
are linked to a long-term reduction in the availability 
of zooplankton - a major food source for Cassin's 
auklet chicks - in the marine ecosystem that extends 
from California northwards as far as northern 
Vancouver Island. Research has documented a 
relationship between warmer spring ocean 
temperatures, reduced availability of zooplankton, 
and decreased growth rates and survival of 
seabird chicks. 

Cassin's auklets attempt to raise a single chick 
per year, and the survival of each chick is therefore 
important to the long-term survival of the entire 
population. Cassin'.s auklet parents care for their 
chick for 40 to 60 days after it hatches, feeding it 
zooplankton - primarily small shrimp-like organisms 
called copepods. Both parents use their wings 
to "fly" underwater in search of food for their chick, 
transporting the food within a throat pouch and 
regurgitating it for the chick when they get back 
to the burrow. The growth and survival of Cassin's 
auklet chicks depend on the availability of copepods 
in the top 30 metres of the ocean - the depth to 
which the auklet parents are able to dive. 

Copepods inhabit the sea surface 

breeding birds. 
Some populations of Cassin's 

auklet have declined in recent 
years. A colony on the Farallon 
Islands in California experienced a 
65 percent decline between 1972 
and 1997. The Triangle Island 

Higher ocean temperatures will 
affect the long-term survival of 

for only a brief period during the 
spring. Their metabolic rate, growth, 
and development are synchronized 
with temperature. As surface 
temperatures warm up, copepod 
larvae migrate from deep ocean 

Cassi n's auklet populations in BC 

because warmer surface water 
decreases the food supply for 
developing chicks. 

population declined between 1989 
and 1999, and in several years, breeding success 
was poor. However, a third population that breeds 
on Frederick Island off the coast of northern 
British Columbia showed no signs of population 
decline during the 1990s and has had consistently 

good breeding success. 
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waters to the surface, where they 
feed on phytoplankton and grow to 

adult size before returning to the deeper waters of 
the ocean. When spring surface waters warm earlier 
in the season, the copepods develop more quickly, 
become adults faster, and migrate back to deeper 
waters sooner than they do in years when spring 
surface waters are cool. 
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In warm years, the times when seabirds breed 
and when food is most available are poorly matched. 
By the time the Cassins auklet chicks hatch, the 
copepods are already returning to deeper water, and 
there is a diminishing food supply for the chicks. As 
a result, the chicks grow slowly and often starve to 
death later in the season. 

In contrast, when spring surface-water 
temperatures are cool, the copepods persist longer 
in the surface waters, so that food is available for 
chicks throughout the development period, from 
hatching to the time when they are ready to leave 
the burrow. The location of Frederick Island explains 
the health of its Cassins auklet population. Because 
the island is so far north, the sea surface temperature 
during the period when chicks are growing and 
developing remains cool enough - even in warmer 
years - to ensure that they have enough food. 

Average Growth Rate {grams/day) 
of Cassin's Auklet Chicks and 
Sea Surface Temperature near 
Triangle Island 
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SOURCE: Original data and analysis from Doug Bertram, 
Simon Fraser University, Centre for Wildlife Ecology and 
Canadian Wildlife Service, 2001 for Ministry of Water, Land 
and Air Protection. NOTES: Average growth rate (grams/day) 
of Cassin's Auklet chicks is based on weight change between 
S and 25 days from date of hatching. Cassin's Auklet chick 
growth rates and survival decline as ocean temperature 
increases (April SST> 7.5°(). The slope of the line is statistically 
significant (Fl, 7=12.5; P-0.009). 
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Climate change is linked to an increase in 
average sea surface temperature in waters off the 
coast of BC. In the 1990s, these temperatures were 
some of the highest ever observed in the 20th 
century. In years such as 1996 and 1998, when 
spring was early and sea surface temperatures were 
warmer than usual, the growth rates of Cassins 
auklet chicks on Triangle Island were much lower 
than in cooler years such as 1999. 

WHAT CAN WE EXPECT IN FUTURE? 
Average global sea surface temperature has increased 
by 0.4°C to 0.8°C since the late 19th century and is 
expected to continue to rise during the next century. 
Populations of Cassins auklet on Triangle Island are 
therefore likely to continue to grow slowly, and chick 
mortality is likely to continue to increase. If the adult 
birds cannot replace themselves, the population will 
continue to decline. 

The story of the Cassins auklet is one example 
of how climate change may affect the distribution 
and survival of individual species in BC. Many other 
species - marine, freshwater, and terrestrial - may be 
similarly affected during the decades to come. 
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The average heat energy available 

for plant growth and development 

has increased over the past century, 

particularly in Coastal BC. 

ABOUT THE INDICATOR 

This indicator measures changes in the amount of 

heat energy available for plant growth, expressed in 
units called Growing Degree Days (GDD). 

Assessment of annual GDD is based on available 
temperature records from 1900 to 2013. 

GDD TRENDS IN BRITISH COLUMBIA 

Annual Growing Degree Days increased from 
1900 to 2013 across the province. On average 
there are 190 more GDD in BC than at the 
beginning of the 20th century. These trends 
are consistent with trends over the past century 
toward higher average annual temperatures 
across British Columbia. 

The greatest increase in GDD has occurred on 
the coast. The Coast and Mountains and Georgia 
Depression ecoprovinces have both experienced 

an increase in energy available for plant growth of 
220 GDD per century. Heat energy has increased in 
the Sub-Boreal Interior ecoprovince by 220 GDD 
per century as well. The annual trend in both the 
Southern Interior and Southern Interior Mountains 
ecoprovinces is an increase of 120 GDD per century. 
In the north of BC (Boreal Plains, Taiga Plains, and 
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t Changein 
Average 
Annual GDD 
1900-2013 
(GDD per century) 

SOURCE: Data from Ministry of Environment Climate Related Monitoring 
Program and Environment Canada. Trend Analysis for 1900 through 2013 
conducted by PCIC, 2014 for the Ministry of Environment Cltmate Action 
Secretariat, NOTES: A positive sign indicates an increase in GOD. 

Northern Boreal Mountains) annual average heat 
energy has increased by 160 to 190 GDD per century. 

WHY IS IT IMPORTANT? 

Plants and invertebrates require a certain amount 
of heat to develop from one stage in their life cycle 
to another. The measure of accumulated heat is 
known as "physiological time" and is measured in 
units called "degree days." All individuals of the 
same species require the same number of degree 
days to develop from one life stage to another. When 
temperatures are warmer, they develop faster. 

Each plant species - and each insect species -
has its own minimum temperature requirement 
for growth. For example, spinach can grow when 
average daily temperatures are as low as 2.2°C, 
while com requires temperatures of at least 10°C. 

Because of these differences, agrologists 
sometimes refer to an average minimum temperature 

of S°C when they talk about the heat requirements 
of agricultural plants as a group. For the typical 
agricultural plant, GDD for one day is calculated 

as the difference between the average temperature 
and S0 C. For example, a day when the average 
temperature is 12°C contributes 7 GDD to the 
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Heat requirements 
of Agricultural Crop 
and Pest Species 

Species Minimum 

Threshold 

Sweet corn 10C 

Thompson grape 10( 

Codling moth 11C 

Pea aphid 5.SC 

Degree Day 

Requirements 

(over threshold 

temperature) 

855 

1600-1800 

590 

118 

annual total number of GDDs for that location. GDD 
is calculated for only those days when the average 
temperature is higher than 5°C. 

A significant increase in available heat energy could 
allow farmers to introduce new varieties of crops that 
were previously marginal or not viable in their regions. 
If adequate soil moisture, soil fertility and light are also 
available, this could allow agriculture to expand to 
new regions and sites within the province. 

Some of the other impacts of climate change 
could have negative impacts on agriculture. Changes 
in hydrological systems combined with warmer 
temperatures and greater evapotranspiration, for 
example, may mean less available soil moisture in 
some regions. And warmer temperatures may also 
mean that new insect pest species are able to move 
into a region. Further, warmer temperatures may 
threaten crops that are not tolerant of extreme warm 
temperatures above certain fixed thresholds that 
reflect the crops physiology 

41 

WHY IS GDD INCREASING? 

From 1900 to 2013 average annual temperatures 
warmed in BC at a rate of 1. 4°C per century. Because 
GDD is related to average daily temperature, it is not 
surprising that the amount of energy available for 
plant growth and development has also increased. 

WHAT CAN WE EXPECT IN FUTURE? 

Climate models indicate that temperatures will 
continue to rise in BC by 1. 7°C to 4.5°C by the 
2080s. The higher rate of warming is projected 
to occur over the interior of the province. Annual 
GDD should continue to increase as the climate 
continues to warm. 

The United Nations Intergovernmental Panel 
on Climate Change (IPCC) suggests, however, that 
increases in average annual temperature of more 
than a few degrees centigrade will result in a general 
reduction, with some variation, in potential crop 
yields in mid-latitudes. 
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MOUNTAIN PINE BEETLE 
RANGE 

SOURCE: Canadian Forest Service 

The mountain pine beetle is a native insect 
with an important role in maintaining many 

pine ecosystems. It is also the most important 
forest pest in western Canada and has killed an 
estimated 300 million trees in British Columbia 
over the last 20 years and damaged timber worth 
an estimated six billion dollars. 

While mountain pine beetle will attack most 
western pines, its primary host throughout most of its 
range is lodgepole pine. Mountain pine beetles burrow 
into the bark of the host tree and 

Endemic populations of mountain pine beetle 
are common throughout lodgepole pine forests. They 
tend to inhabit individual trees dispersed throughout 
a stand that are weaker and less resistant to invasion. 
In these endemic populations, births and deaths are 
in balance. Predators, disease, and competition for 
food and space control population size. The capacity 
of most healthy trees to resist a normal beetle attack 
also helps control the beetle population. 

Mountain pine beetle populations increase 
from time to time within a stand when conditions 
allow - for example, when trees are stressed by 
crowding, flooding, or root disease. Such stand-level 
infestations can quickly become a full-scale outbreak 
under ideal conditions, with beetles invading - and 
ultimately killing - many trees across the forest 
landscape. Periodic mountain pine beetle outbreaks 
like this created ideal conditions for fire, which 
has historically played a vital role in maintaining 
native pine ecosystems by eliminating competing 
vegetation, preparing the seedbed, and releasing 
seeds from cones, which require heat to open. 

HOW DOES TEMPERATURE AFFECT 
MOUNTAIN PINE BEETLES? 

Temperature is one of the primary sources of 
mortality for mountain pine beetles. 

When temperatures in the summer and fall are 
warm enough, larvae hatch and 

lay their eggs there in summer. 
The eggs hatch inside the tree 

Temperature limits the range 
grow adequately before the onset 
of winter. When they are at the 

and larvae remain there over the 
winter. During the following spring, 
larvae complete their development. 
Burrowing and feeding activities 

and size of mountain pine beetle 
late larval stage, mountain pine 
beetles are resistant to cold and can 

populations. Warmer temperatures 
may allow the beetles to move 

withstand temperatures close to 
-4O°C for long periods of time. 

northwards into new regions and 

upwards into new ecosystems. 
of the larvae create networks of 
channels known as galleries beneath 
the bark, causing the death of the tree. 

Adult beetles emerge from their host tree in mid
to late summer and disperse in search of new trees 
to colonize. Dispersal may be within the same stand 
or over distances of 100 kilometres or more. Once 
the beetles find a new host tree, mated females bore 
through the bark to lay their eggs, starting a new cycle. 
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When temperatures in the 
summer and fall are relatively cool, 

however, the larvae grow more slowly and may not 
reach the ideal life stage before winter. As a result, 
many will die. For this reason, the mountain pine 
beetle cannot establish populations at high elevations 
or at northern latitudes. Its distribution is bounded 
by the -4O°C isotherm, which joins sites where the 
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average of the lowest temperature recorded each year 
(1921-1950) is -40°C. 

Lodgepole pine ecosystems - the preferred forest 
of the mountain pine beetle - extend north into the 
Yukon and the Northwest Territories and east into 

Alberta. Climate limitations currently prevent the 
mountain pine beetle from establishing itself in these 
regions. Warmer temperatures, in particular warmer 

winter temperatures associated with climate change, 
may allow the mountain pine beetle to extend its 
range northwards and eastwards into these eco

systems. With warming, regions that are currently 
too cold for the mountain pine beetle will become 
more suitable. 

A 2.5°C increase in temperature would likely 
shift the northern boundary of the region suitable 
for the mountain pine beetle a further 7 degrees of 

latitude north. A range expansion of this size would 

allow beetles potential access to formerly unoccupied 
lodgepole pine habitat. It would also give them the 

potential to invade jack pine forests, a major compo
nent of the boreal forest that is currently free of beetles. 

Warmer winter temperatures may also allow the 
mountain pine beetle to extend its range upwards 
into high-elevation pine forests - for example, 

whitebark and limber pine forests in southeastern 

BC - that are not adapted to the beetles impacts. 
An additional concern is the possibility that 

climate change may allow mountain pine beetle 
infestations and outbreaks to occur more regularly 
and with greater severity within the beetles current 
range. At present, mountain pine beetle outbreaks 
in BC are limited to the southern portion of the 
province. Outbreaks occur almost exclusively in 

regions where it is warm enough for mountain 

pine beetles to complete their development within 

a year. In such regions, when weather conditions 
are warmer than usual, a large number of larvae 
can survive the winter. Larger populations of adult 
beetles can more easily overcome the resistance of 
healthy trees, allowing the development of stand

level infestations and of outbreaks. Consequently, 

it is highly possible that an increase in winter 

temperatures associated with climate change could 

increase the potential for outbreaks. 
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LEGEND 

Distribution of Mountain Pine Beetle 
Infestations, 1910-1970 

I= Are.>s where there is not enough accumulated heat for beetles to complete development 
on a one-year cycle. (i.e. average degree-day accumulation <833 above 5.GC) 

Range of lodgepole pine 

• Recorded MPS infestations 1910·1970 

SOURCE: A. Carroll, Pacific Forestry Centre. 2001. Adapted from Safranyik. L. 1990. 
iemperature and insect interactions in western North America. Proceedings of the Society of 
American Foresters. National Convention. Washington DC. SAF Publication 90.02. pp, 166·170. 
Isotherms from Department of Mines and Technical Surveys.1957. Atlas of Canada. 

WHAT CAN WE EXPECT IN FUTURE? 

Monitoring indicates that average temperatures over 

most of British Columbia warmed during the past 

century, with the greatest increases occurring in the 
north. Climate models project that this warming 
trend will continue. Most importantly, the data show 
that minimum temperatures have warmed during 
this time period. 

Because minimum temperatures delineate the 

northern range of the mountain pine beetle, this 
increase in minimum temperatures provides forest 
managers with reason for concern. 
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Throughout BC, but especially in the 

north, the amount of energy required for 

heating similarly constructed and insulated 

buildings decreased during the past 

century. The amount of energy required for 

cooling increased the most in southern BC. 

ABOUT THE INDICATORS 
These indicators measure changes in the annual 
energy requirements for heating and cooling. The 
figures in this section show the average rate of 

change in annual Heating Degree Days and Cooling 
Degree Days over a century for all the ecoprovinces 
in BC. The trends are based on temperature records 
from 1900 to 2013 from weather observation stations 

throughout the province. 
Heating requirements are measured in units 

called Heating Degree Days (HDD). HDD for one 
day is calculated as the difference between 18°C 
and the average outdoor temperature for that day 
when the outdoor temperature is less than 18°C. 
For example, a day with an average temperature of 
S°C has an HDD of 10. Over a month of similar days 
the monthly HDD would be about 300. The HDD 
calculation looks only at days when the average 
outdoor temperature is less than l8°C. Annual HDD 

represents the sum of daily HDD for the year. 
Energy requirements for cooling are measured 

in units called Cooling Degree Days (CDD). CDD 

for one day is calculated as the difference between 
the average outdoor temperature for that day and 
18°C when the outdoor temperature is warmer 

than 18°C. For example, a day with an average 
temperature of 21°C has a CDD of 3. A month of 

similar days would have a monthly CDD of about 
90. The CDD calculation looks only at days when the 
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Change in 
Annual 
Heating 
Requirements, 
1900-2013, 
(HOD per 
century) 

SOURCE: Data from Ministry of Environment Climate Related Monitoring Program 

and Environment Canada. Trend Analysis for 1900 through 2013 conducted by PCIC, 
2014 for the Ministry of Environment. NOTES: A negative sign indicates a decrease 
in heating requircmernts. 

average temperature is more than 18°C and cooling 
is required. Annual CDD represents the sum of daily 
CDD for the year. 

HEATING AND COOLING TRENDS 
There is a province-wide trend towards lower annual 
heating requirements. The annual Heating Degree 
Days (HDD) in the province as a whole have decreased 
by 600 HDD per century with the greatest reduction 
in energy requirements for heating in the northern 
parts of BC. In the Taiga Plains ecoprovince, the 
annual HDD have decreased by 670 HDD per century 
from 1900 to 2013. The Boreal Plains and Sub-
Boreal Interior ecoprovinces experienced a decrease 
in HDD of 630 to 640 HDD per century. In the 
Georgia Depression ecoprovince the heating energy 
requirements have decreased by 310 HDD per century. 

Cooling energy requirements have increased 
modestly throughout the province by an average of 
13 Cooling Degree Days (CDD) per century. The 

greatest increase in energy required for cooling has 
occurred in the southern part of the province The 
Southern Interior ecoprovince has experienced the 

greatest increase in annual CDD, at a rate of 25 CDD 
per century. The two ecoprovinces that experience 
the second highest rates of increasing cooling 
energy requirements are the Georgia Depression 
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Change 
in Annual 
Cooling 
Requirements, 
1900-2013, 
(CDD per 
century) 

SOURCE: Data from Ministry of Environment Climate Related Monitoring Program 
and Environment Canada. Trend Analysis for 1900 through 2013 conducted by 
PCIC, 2014 for the Ministry of Environment Climate Action Secretariat. NOTES: A 
positive sign indkates an increase in cooling requiremernts. 

and the Southern Interior Mountains. Both of these 

regions have experienced an increase in annual cooling 
requirements at a rate of 21 CDD per century The 

Nonhem Boreal Mountains have experienced an 
increase in cooling energy requirements at 11 CDD per 
century The Taiga plains are experiencing an average 
annual CDD increase at 15 CDD per century 

WHY IS IT IMPORTANT? 

Building managers, owners, and residents often 
begin interior heating when the outdoor temperature 
is below 18°C (although this threshold may be lower 
for homes constructed more recently). As outdoor 
temperature goes down, the amount of energy 
required for heating goes up. 

The energy supply industry uses annual HDD 
figures extensively to measure and project heating 

requirements. Annual HDD figures help the energy 

industry estimate demand for residential and other 
heating and maximum demand on energy supply 

systems during extremely cold periods. All else being 
equal, when annual HDD decreases, there is less 

demand for energy for heating. 

With respect to cooling, residents of warmer 
climates often tum on their air conditioners when 

the average daily outdoor air temperature, averaged 
over a 24-hour period, exceeds 18°C. 
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CDD affects energy demand because most air 
conditioning and refrigeration systems use electricity to 
operate fans and pumps. In most ofBC, however, cooling 
places minor demands on the energy system, and CDD 
is not a significant factor in energy management and 

planning decisions. However, CDD may become more of 
an issue for regional energy use planning in southern BC. 

WHY ARE HEATING AND COOLING 
REQUIREMENTS CHANGING? 

During the 20th century; average annual temperatures 
increased across most ofBC. Because heating and 
cooling requirements are directly linked to temperature, 
it is not surprising that they too should have changed 
during the same period. 

This rise in average annual temperature is only part 
of the story, however. Surface warming trends and 
trends in daily maximum and minimum temperature 

va1y by season and from one region of BC to another 

(see "Average Temperature" and "Maximum and 

Minimum Temperature"), affecting heating and 

cooling requirements. 
In winter, less energy is required to keep buildings 

warm when average daily temperatures increase, as they 
have throughout BC. The trends also suggest that heating 
requirements have gone down mainly because winter 
nights are not as chilly as they were in the past (see 
"Maximum and Minimum Temperature"). 

The summer temperature trends suggest that, in the 
Southern Interior, Georgian Depression and Southern 
Interior Mountains, slightly more energy may be 
required to keep buildings cool during the hot part of 
the day because summer nights are warmer now than 
in the past. Buildings therefore do not cool down as 

much during the night (see "Maximum and Minimum 
Temperature"). 

WHAT CAN WE EXPECT IN FUTURE? 

Climate models indicate that temperatures will 
continue to rise over BC during the 21st century and 

that atmospheric warming will be more pronounced 

in winter and summer than in spring and fall. 
Consequently, winter heating requirements will likely 

continue to decrease, and summer cooling requirements 
to increase. 
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HUMAN HEALTH 

Warmer temperatures, and changes in 
precipitation and other aspects of the climate 

system have the potential to adversely affect human 
health. Although at this time there are no data that 
directly link climate change and health in British 
Columbia, studies from other regions suggest that 
such links may exist. 

Respiratory Illness: Heavy emissions from 
motor vehicles and industrial activities can 
contribute to the development of smog. This is 
particularly a problem in Vancouver and the Fraser 
Valley. A component of smog - ground level ozone -
is linked to respiratory irritation, affecting individuals 
with asthma and chronic lung disease. Even healthy 
individuals can experience chest pain, coughing, 
nausea, and lung congestion when exposed to low 
amounts of this ozone. 

On hot days, the reactions that produce smog and 
ground level ozone occur more quickly. The rise in 
average temperature associated with climate change 
will likely increase the incidence of smog. The 
Intergovernmental Panel on Climate Change (IPCC) 
has therefore concluded that ongoing climate change 
could exacerbate respiratory disorders associated 
with reduced air quality in urban and rural areas. 

Water Contamination: Water quality 
deteriorated between 1985 and 1995 at 11 percent 
of provincial water sampling stations. Past discharges 
from mining operations, non-point source pollution, 
and high waterfowl concentrations have made water 

in some communities unfit 

HOW CAN CLIMATE 
CHANGE AFFECT 
HUMAN HEALTH? 

Climate change may increase the 
frequency of heat-related and respiratory 

for recreation or drinking. 
Climate change poses additional 
threats. Sea level rise may 
inundate water systems in 

illness, water contamination and water-
borne diseases, vector-borne diseases, 

Heat-related Illness: and some weather-related accidents. some low-lying coastal areas 
with saltwater, chemicals, Climate models predict that 

over the next century summer 
heat waves will occur more frequently, particularly 
in urban areas, where buildings and pavement 
absorb and retain heat. Between 1951 and 1980 
in Victoria, an average of three days per year 
were warmer than 30°(. In the 21st century, 
hot days are expected to more than quadruple, 
to 13 days per year. Hot days will be even 
more frequent in the Lower Mainland and the 
interior of BC. As a result, heat-related health 
impacts - including heat stroke, dehydration, 
and cardiovascular and respiratory illness -
are expected to increase. 

46 

and disease organisms. 
Extreme precipitation events may strain municipal 
drainage and sewage systems and increase the risk 
of contamination. Summer water shortages may 
exacerbate water quality problems in some areas by 
increasing the concentration of contaminants. 

Water-borne Disease: Increased precipitation, 
runoff, and flooding associated with climate 
change may increase the transmission of parasites 
from other animals to humans through the 
water system. In 1995 Victoria experienced an 
outbreak of toxoplasmosis, a disease that causes 
symptoms ranging from swollen lymph glands 
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to lung complications, lesions on major organs, 
and disorders of the central nervous system. The 
outbreak was linked to extreme precipitation, 
causing high levels of runoff that picked up the 
parasite from animal feces and carried it into 
drinking water reservoirs. In recent years BC has also 
experienced outbreaks of cryptosporidiosis, another 
serious water-borne disease transmitted through 
animal feces. 

Increases in marine and freshwater temperature 
associated with climate change may also contribute 
to the survival of pathogens. Red tide, a disease of 
shellfish, is caused by a toxic algae that grows in 
warm coastal waters during the summer. Shellfish 
concentrate the red tide toxins in their flesh, and 
humans who eat contaminated shellfish can become 
seriously ill. Ocean warming associated with climate 
change may increase the incidence of red tide along 
the BC coast. In fresh water, wanner temperatures 
may create ideal conditions for the pathogen 
responsible for giardiasis, which is transmitted 
from animals to humans through water. 

Vector-borne Disease: Animals, birds, and 
insects that carry human diseases are known as 
disease "vectors." Warmer temperatures associated 
with climate change may enable vectors - and 
the diseases they carry - to extend their ranges. 
The chance of humans contacting the disease may 
therefore increase. Vectors of concern in BC 
include rodents, ticks, and mosquitoes. 

The deer mouse is the primary vector in Canada 
for hantavirus, and it transmits the virus to humans 
through its feces. When the feces dry, the virus is 
released into the air and can be inhaled by humans 
who are in the vicinity. Six cases of hantavirus in 
humans are known to have occurred in BC, two 
of them resulting in death. 

Various species of ticks can carry Lyme disease 
and transmit it to humans. The most important 
vector in BC is the western black-legged tick, which 
is extremely common on the coast during the early 
spring and summer. The microorganism that causes 
Lyme disease has also been detected in adult ticks in 
the Fraser Valley. 
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Mosquitoes are the primary vector in North 
America for encephalitis. Viral transmission 
rates from mosquitoes can increase sharply as 
temperatures rise. Studies elsewhere show a 
correlation between temperature and the incidence 
of tick-borne encephalitis in humans. Swedish 
studies suggest that the relatively mild climate in 
the 1990s in Sweden contributed to increases in 
the density and geographic range of ticks. At high 
latitudes, warmer-than-usual winter temperatures 
were related to a northward shift in tick distribution. 
Further south, mild and extended autumn seasons 
were related to increases in tick density. 

Weather-related Accidents: In general, climate 
change is associated with increased precipitation, 
flooding, landslides and extreme weather-related 
events. Such events may increase the incidence of 
accident-related injuries and deaths in BC. Other 
impacts of climate change - for example, reduced 
winter snowfall - may decrease the potential for 
accidents. The IPCC has concluded that in some 
temperate countries reduced winter deaths would 
outnumber increased summer deaths from climate
related factors. 

WHAT CAN WE EXPECT IN FUTURE? 

No cause-and-effect relationships have been 
established between climate change and provincial 
health impacts. More research is needed before we 
will be able to assess the degree of risk that climate 
change poses to the health of British Columbians. 
Little information is available about possible health 
benefits. The IPCC has also noted that potential 
adverse health impacts of climate change could be 
reduced through appropriate public health measures. 
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Appendix A: Climate Change 
Past Trends and Future Projections 

Climate reflects weather conditions for a specified area 

over a relatively long time period, usually decades or 
centuries, but sometimes even millennia. It is typically 
described in terms of averages and extremes in such 
properties as air temperature, precipitation, humidity, 

sunshine, and storm frequency 
Climate is characterised by: 

• temperatures of the surface air, water, land, and 

ice 

wind and ocean currents, humidity, cloudiness 
and cloud water content, groundwater, lakes, and 
water content of snow and sea ice 

• pressure and density of the atmosphere and ocean, 
salinity and density of the ocean, composition of 

dry air, and boundaries and physical constants 

These properties are interconnected through 
physical processes such as precipitation, evaporation, 
infrared radiation emitted by the earth and the 
atmosphere, vertical and horizontal movements 
of the atmosphere and ocean, and turbulence. 

Historically, the climate of the earth has varied 
continuously from year to year, decade to decade, 
century to century, and millennium to millennium. 
Such changes may be the result of climate variability, 
climate change, or both. 

CLIMATE VARIABILITY 
Much of the climate variability we experience 
involves relatively short-term changes and can occur 
as a result of natural alterations in some aspect of 
the climate system. For example, increases in the 
concentration of aerosols in the atmosphere as a 
result of volcanic eruptions can influence climate 

for a few years. Climate variability can also result 
from complex interactions between different 

components of the climate system: for example 
the ocean and the atmosphere. 

The climate of British Columbia is strongly 
influenced by two natural patterns in the Pacific 
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Ocean: the El Nino Southern Oscillation (ENSO) 
and the Pacific Decadal Oscillation (PDO). 

ENSO is a tropical Pacific phenomenon that 
influences weather around the world. El Nino, the 
so-called "warm phase" of ENSO, brings warmer 

winter temperatures and less winter precipitation to 
BC. La Nina, the "cool phase" of ENSO, is associated 
with cooler and wetter winters. During neutral years, 
ENSO is in neither a warm nor a cool phase and has 
little influence on global climate. ENSO tends to vary 
from the two extremes and the neutral state within 
two to seven years, usually staying in the same state 
for no longer than a year or two. 

The PDO is a widespread pattern of sea surface 
temperature in the northern Pacific Ocean. Like 
ENSO, it has a warm and a cool phase. The PDO 
tends to remain in one phase for 20 to 30 years. 
It was in a cool phase from about 1900 to 1925 
and from 1945 to 1977. It was in a warm phase 
from 1925 to 1945 and from 1977 onwards. 
A change from warm to cool appears to have 
occurred around the end of the 1990s. 

Climate variability, 
oscillations and change 

CLIMATE VARIABILl'fY 
Short ll~rm (yt~ars (\1 decad<J!) 

rises nnd falls about the 
line (e.g. ENSO) 

CLIMATE OSCILLATIONS 
r'.-iulti-dt:-:cadai osdilatior;s 

ir. 1egH.HW1\ dunBte 
{e,9. PDO) 

CLIMATE CHANGE 
Long term trends or 

major shifts in climate 
(centuries) 

SOURCE; Adapted from original, courtesty of Pacific Climate Impacts Consortium. 
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The PDO is associated with cyclical changes 
in the sea surface temperature of the northern 
Pacific Ocean. Because prevailing winds blow from 
the North Pacific towards the BC coast and air 
temperature is affected by sea temperature, average 
air temperatures over coastal BC have also fluctuated 
in accordance with the phase of the PDO. 

CLIMATE CHANGE 

Climate change represents longer-term trends that 
occur over many decades or centuries. 

There is strong evidence that change is an 
ongoing feature of the global climate system. At 
present, however, it is occurring at an unprecedented 
rate. According to the ARS report by the IPCC, 
global temperature, for example, has increased 
by O .85°C since the 19th century The IPCC also 
notes that in the last three decades, each decade 
has been warmer than any preceeding decade 
since temperature started being recorded (1850). 
Also, the last 30 years in the Northern Hemisphere 
were likely the warmest 30-year period of the 
last 1,400 years. Weather observations also reveal 
significant changes in average global precipitation 
and atmospheric moisture, as well as changes in 
patterns of atmospheric and oceanic circulation and 
the frequency of extreme weather. 

Globally averaged combined land and 
ocean surface temperature anomaiy 
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Climate change occurs simultaneously with, 
and also influences, natural climate variability. For 
example, El Nino events may have become more 
frequent in recent years, and four of the ten strongest 
El Nino events of the 20th century have occurred 
since 1980. 

Some of the causes of climate change - including 
long-term changes in the amount of energy radiating 
from the sun and variations in the orbit of the earth 
around the sun - are entirely natural. Others are 
anthropogenic - of human origin. Some human 
activities - in particular the burning of fossil fuels 
and land-use changes - are associated with an 
increase in the concentration of carbon dioxide and 
other greenhouse gases in the atmosphere over the 
last century and a half. There is a strong connection 
between the concentration of these gases in the 
atmosphere and atmospheric temperature. 

Anthropogenic climate change appears to be 
responsible for much of the atmospheric warming 
observed during the past century, and especially 
the last 60 years. The earth is currently exposed to 
the highest levels of CO

2 
in the atmosphere in at 

least 800,000 years according to the IPCCs ARS 
report. And some greenhouse gases, including CO2, 

are persistent - they remain in the atmosphere for 
centuries. Climate models project that even if we 
stop burning fossil fuels tomorrow, the atmosphere 
will continue to warm for a few centuries. 

Globally averaged greenhouse 
gas concentrations 

SOURCE: Adapted from IPCC, 2014, Climate Change 2014 Synthesis Report. Summary for Policy Makers, Figure SPM.1, p. 3. 
OBSERVATIONS: 
(left) Annually and globally averaged combined land and ocean surface temperature anomalies relative to the average over the period 1986 to 
2005. Colours indicate different data sets. 
(right) Atmospheric concentrations of the greenhouse gases carbon dioxide (CO2, green), methane (CH4, orange), and nitrous oxide (N

2
0, red) 

determined from ice core data (dots) and from direct atmospheric measurements (lines). 
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DISTINGUISHING PAST TRENDS 
Even during a period of general global atmospheric 
warming, climate variability can result in cooler
than-average regional temperatures. To obtain 
long-term climate change trends from historical 
data records it is therefore necessary to identify the 
"signal" of climate change against the "background 
noise" of climate variability 

Climate variability in BC is characterized 
by decadal variability associated with the PDO. 
Short records may be too strongly influenced by 
this natural cycle to produce meaningful climate
change trends. Only data records that likely span 
one or more full cycles of the PDO, can be used to 
distinguish the effects of climate variability from the 
effects of climate change. 

The majority of the climate-change and related 
trends described in this report were obtained 
through the analysis of historical data collected 
at weather and other monitoring stations across 
BC. Where trends have been identified the data 

show a clear "signal" of climate change. 

MODELLING THE FUTURE 
This report describes how the climate in BC may 
continue to change during the 21st century and 
the ongoing impacts climate change may have on 
marine, freshwater, and terrestrial ecosystems, and 
on human communities. 

Most information about future projections 
is based on analysis by PCIC, data available on 
Plan2Adapt, and on ARS reports published in 2014 
by the Intergovernmental Panel on Climate Change 
(IPCC). The findings about future climate change are 

largely based on climate models - representations 
of the climate system that take into account relevant 
physical, geophysical, chemical, and biological 
processes. While the models have been tested to 
ensure that they can reasonably simulate past and 
current climates, they present a range of possible 
future climates rather than specific predictions. 

Climate models incorporate scenarios of possible 

future states of the global climate. The most common 
scenarios are based on a range of socioeconomic 
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assumptions (for example, future global population, 
gross domestic product) which drive the models. 
The IPCC Representative Concentration Pathways 
(RCPs) project global temperature increases ranging 
from 6.0°C to 8.5°C by the end of this century, 
accompanied by changes in precipitation and other 
aspects of the climate system. 

In general, the ability of climate models to 
provide information about future changes in 
temperature, precipitation, and other climate 
variables at the regional level is improving. 
Mountainous regions such as BC - where valleys 
may have quite a different climate from adjacent 
mountainous terrain - present particular problems. 
In general, projections about temperature are more 
reliable than projections about precipitation or 
other weather elements. 

Finally, information about how natural and 
human systems respond to shorter-term climate 
variability provides insights into how the same 
systems might respond to climate change. 

ADDITIONAL RESOURCES 
For more information about what climate 
change is, and the science behind it please 
refer to the Climate Insights (http://pics.uvic. 
ca/education/climate-insights-101) materials 
provided by the Pacific Institute for Climate 
Solutions (PICS). 

For more information about future climate 
projections in BC and potential impacts, please 
see Plan2Adapt (http://www.pacificclimate.org/ 

analysis-tools/plan2adapt), an interactive 
online tool provided by the Pacific Climate 
Impacts Consortium (PCIC). 

For more information about global 

trends and projections please refer to the 
Intergovernmental Panel on Climate Change 

(IPCC) publications, available on their website 
(http://www.ipcc.ch). 
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Appendix B: Data and Methods 
Long-Term Trends In Temperature, Derived Temperature 
Variables, Precipitation, and Glacier Change 

DATA 

Temperature, Derived Temperature Variables, 
and Precipitation Trends 
Data was sourced from the Pacific Climate 
Impacts Consortium (PCIC) Data Portal 
(http://www:pacificclimate.org/data). The PCIC 
Data Portal was established by PCIC through 
a negotiated agreement with the Ministry of 
Environments Climate Related Monitoring Program 
(CRMP). The result is a single portal that stores and 
delivers data collected by the BC Natural Resource 
Sector Ministries, BC Hydro and Rio Tinto AlCan 
(http://www.env.gov.bc.ca/epd/wamr/crmp.htm). 

The data set also includes data from Environment 
Canada and de-activated historical networks. 
This project used temperature and precipitation 
measurements from the station observational dataset. 

This analysis requires stations with relatively 
long records. The early part of the analysis (early 
1900'.s) are based on a sparse network of stations, 
so any understanding of the detailed climate at that 
time is less certain than for more recent years when 
there are more stations distributed broadly across the 
province. This issue is most critical for precipitation 
because its distribution across the landscape is highly 
complex and anomalies compared against climate 
normals have more detailed spatial structure than 
temperature does. This is especially true considering 
the diversity of topography in BC. This analysis 
reports trends for the full period for precipitation, 
while acknowledging that the statistical uncertainty 
in the trends may not fully capture the uncertainty 
that arises from changes in the observational network 
over time. However, the trends reported here are 
broadly consistent with other analyses carried out at 
a coarser spatial resolution and at individual stations. 
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Trends in Glacier Volume and Area Change 
Glacier area change was assessed by comparing 

the mapped extents of glaciers from the BC Terrain 
Resource Information Management (TRIM) data set 
which are based on aria! photos from the mid-1980s 
through the late 1990s. Glacier volume change was 
assessed by differencing the topography measured 
during the TRIM campaign from the topography 
measured during the shuttle radar tomography 
mission (SRTM) which was flown aboard the space 
shuttle during February 2000 Qarvis et al., 2008). 

ANALYSES 

Temperature, Derived Temperature Variables, 
and Precipitation Trends 
The general methodological approach: 
1. Calculate monthly anomalies for the period of 

record for every station that has a climate normal 
associated ·with it. Here the climate normals were 
derived from the PRISM project (Anslow et al., 
in prep.) and are for the 1971-2000 climate 
normal period. 

2. Compute seasonal (defined as DJF, MAM, JJA 
and SON) and annual anomalies for each station 
where monthly coverage is sufficient. This 
requires all three months for a seasonal anomaly 
and all 12 months for an annual anomaly. 
Anomalies are weighted appropriately based 
on the number of days in a given month when 
computing the seasonal or annual mean. For 
the degree day variables, number of degree days 
were summed on a seasonal basis for stations 
with sufficient data as determined through the 
computation of the seasonal and annual means 
of the temp. and precip. variables. A threshold of 
5 degrees was used for growing degree days and 
18 degrees was used to delineate between heating 
and cooling degree days. 
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3. For each season and complete year in all years 
from 1900 to 2013, interpolate the available 
anomalies onto a 1/2 degree grid. Then, using 
shape files defining the province of BC and the 
ecoprovinces, calculate the mean anomaly over 
the region of interest for each year of interest. 

4. Calculate trends based on the mean anomaly for 
the domains of interest. Trends were calculated 
using the "Robust Linear Model" in R (i.e. Huber 
and Ronchetti, 2009). This choice was made to 
allow the uncertainty in the splined anomalies 
as well as the station density to provide weights 
for each years mean anomaly. The probability of 
the trend being significant is provided and values 
greater than or equal to 0.95 may be deemed 
significantly different from the null hypothesis 

of no trend. 

Trends in Glacier Volume and Area Change 
The changes to glaciers that have occurred in the past 

several decades and which are projected to occur 
with climate change was intensively studied through 
the Western Canadian Cryospheric Network. For 
this report, we rely on two separate studies; the first 
looked at the change in volume of the glaciers in 
British Columbia from roughly 1985 until winter 
1999-2000. The second investigated the changes 
in glacier area from the period 1985 through 2005. 
Both resultant datasets cover all glaciers in British 
Columbia and thus provide an excellent snapshot of 
both the state of glaciers in the early 2000s as well 
as the changes those ice masses underwent during a 
very warm climatological period. Glacier area change 
was assessed by comparing the mapped extents of 
glaciers from the BC Terrain Resource Information 
Management (TRIM) data set which are based on arial 

photos from the mid- l 980s through the late 1990s. 
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Glacier volume change was assessed by differencing 
the topography measured during the TRIM campaign 

from the topography measured during the shuttle 
radar tomography mission (SRTM) which was flown 
aboard the space shuttle during February 2000 (Jarvis 
et al., 2008). Changes in volume were computed by 

subtracting the earlier surface from the later surface 
using control points of fixed topography to assess 
error. The glacier analysis was done by Bolch et al. 
(2010) for glacier area and Schiefer et al. (2007) for 

glacier volume change at UNBC. 
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Appendix C: Data and Methods 
Snow, Timing and Volume of River Flow, 
Sea level, and Sea Surface Temperature 

DATA 

Snow Water Equivalent and Depth 
Analysis of snow water equivalent and depth was 
done using manual snow survey data collected by 
the BC Ministry of Environment, provided to PCIC 
by the BC Ministry of Forests, Lands and Natural 
Resource Operations' River Forecast Centre. These 
data are collected in the field by taking repeat, direct 
measurements of snow depth and water content 
of the snowpack at numerous sites throughout 
the province. These measurements are made at 
monthly intervals starting January 1 and running 
through the latter part of the ·winter. These data were 

supplemented with April 1 snow water equivalent 
data from the automated snow pillow network. The 
automated snow pillow network operated by BC 
Ministry of Environment collects continuous data on 
snow water equivalent via its automated snow pillow 
network throughout BC at 71 historical locations 
with 51 currently operating. Data were gathered from 
River Forecast Centre website. 

Water Survey 

of Canada 

Station ID 

08HA001 

08HA003 

08JB002 

08JE001 

08LA001 

08LD001 

08MF005 

08MG005 

08NB005 

08NF001 

09AE003 

Water Survey of Canada 

Station Name 

Chemainus River near Westholme 

Koksilah River at Cowichan Station 

Stellako River at Glenannan 

Stuart River near Fort St. James 

Clearwater River near Clearwater Station 

Adams River near Squilax 

Fraser River at Hope 

Lillooet River near Pemberton 

Columbia River at Donald 

Kootenay River at Kootenay Crossing 

Swift River near Swift River 
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Timing and Volume of River Flow 
Station information was downloaded using the 
Environment Canada Data Explorer - HYDAT 
Version 1.0 Qan. 26, 2015). Ten stations were 
selected based on their association with the Reference 
Hydrometric Basin Network (Whitfield et al., 2012), 
record length, representation of major hydrologic 
regimes in BC and spatial location with respect to 
hydrologic modelling projections from the Pacific 
Climate Impacts Consortium at the University of 
Victoria (http ://tools. pacificclima te. org/ data portaV 
hydro_stn/map/). 

The Fraser River at Hope station (08MF005) 
was analyzed to maintain consistency with Fraser 
and Smith (2002) and also because it is a significant 
watershed in the province and provides an overview 
of climate-related changes to hydrology. Water 
extractions from the Fraser River basin through the 
Nechako Reservoir started in 1958. An adjusted 
time series was created to account for flows lost. The 
analyzed data are the combined 1912 Lo 2012 record 
downloaded from HYDAT and the adjusted data, 
which covers 1958 to 2007. This adjusted data was 
received from Alan Chapman in 2007 who was Lead 
of the River Forecast Centre at that time. 

Sea Level 
Relative sea level data is collected at tide gauges 
at numerous locations along the coast of Canada 
by the Canadian Hydrographic Service, part of the 
Department of Fisheries and Oceans. The analysis in 

the 2002 climate indicators report calculated trends 
at four long-term stations on the BC coast -
Tofino, Prince Rupert, Victoria and Vancouver-
and these same stations have been analyzed here. 
These all have data as early as 1910 but large gaps 
exist for some records in the 1920s and 1930s. For 
example, Tofino has a gap from 1920 through 1939. 
Prince Rupert has a similar length gap with a couple 
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of annual observations from 1924 and 1927. Our 
choice of trend estimator accommodates such gaps 
so infilling was not attempted. Homogenization 
efforts were not applied to these data owing to no 
indication of inhomogeneity in the data upon visual 
inspection of plotted annual sea level. Although 
sea level does change systematically with season 
and with interannual variability principally due to 
weather and ocean climatic state, seasonal trends 
were not computed given the interest in identifying 
any large scale and long-term climate driven changes. 

Sea Surface Temperature 
Sea surface temperature data are gathered by the 
Department of Fisheries and Oceans Canada as 
part of routine monitoring programs. The sea 
surface temperature data analyzed here is measured 
manually once daily adjacent to light stations. 
Water is gathered within an hour of high tide and 
its temperature (and salinity) are measured with 
well-calibrated instruments. In locations where light 
stations are no longer manned, the work is carried 
out by contractors. The program comprises 38 
stations that have operated at some point since the 
1930s. For this project, data were gathered from the 
19 stations that have current or recent observations. 
Only seven had sufficiently long records to compute 

long-term trends. 
Efforts were made to apply automated data 

homogenization techniques to the sea surface 
temperature data to correct for any potential non
climatic but systematic changes in observation 
values arising from, e.g., transition to contract 
observers or changes in instruments in time. 
Although the DFO has made great efforts to control 
the observing conditions, such issues could crop 
up. It was found that most of the records were 
resistant to such analysis likely because of the very 
strong decadal variability in sea surface temperature 
data which, makes detecting unnatural transitions 
very difficult. Because of this, we left the data 
unchanged, however, note that several stations 
exhibit inhomogeneities in this analysis but we are 
not confident enough that they are non-climatic to 
warrant adjusting the data. 
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ANALYSES 

Snow Water Equivalent and Depth 

The measurement taken at or near April 1 is typically 
viewed as a standard indicator of snow accumulation 
for a given year. This analysis follows this convention 
by examining the April 1 measurements of 
snow throughout the province for all years with 
observational data. The manual snow survey program's 
earliest observation year is 1935 making this a long
term dataset. The methodology and instrumentation 
for collecting snow depth and water equivalent has 
changed very little since then, producing a data set 
that is methodologically homogeneous. However, 
snow depth observation sites are subject to changing 
land cover conditions as vegetation changes through 
time, introducing some inhomogeneity. Still, the data 
represent a high quality 82 year-long record of snow 
at specific locations in the province. 

The target outcome of analyzing these data 
is a regional quantification of changes in snow 
depth and water equivalent of ecoprovinces for 
as long a time-scale as the observational network 
will support. The approach consists of three steps. 
First, annual anomalies were computed on the 
station data over the 1981 to 20 l O 30-year normal 
period. Second, the anomalies were interpolated 
into a gridded product using thin plate spline 
interpolation. Finally the regional average for 
each year and region was taken and trends were 
computed from the timeseries of those averages for 
each ecoprovince. 

Timing and Volume of River Flow 
Data was processed and analyzed using code written 
in R. Trends were computed using the 'zyp' R Package 
(Bronaugh and Werner, 2015). Streamflow trends 
were computed for Annual Date of l/3 of Flow, Annual 
Date of ½ of Flow or Centre of Timing, Annual Mean, 
Annual Minimum, Annual Maximum,July-August
September Minimum, April-May-June Minimum, 
December-January-February Mean, March-April-
May Mean,June-July-August Mean and September
October-November Mean. Trends were provided in 
trend per unit time, trend over the period, and relative 
trend as per the methods of the Climate Overview 
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(Rodenhuis et al., 2009), which followed that of 
Mote et al. (2005) and trend as a percentage of the 
mean flow for that metric (e.g., Annual Minimum). 
The centre of timing (CT) is the day of the year on 
which one-half of the total water flow for the year has 
occurred (Barnett et al., 2008), where year refers to 
calendar year. It is important to note that we do not 
look at "the water year, the day between 1 October 
and 30 September of the next year, on which 50% 
of the water year streamflow has passed," which is 
the definition used by Hidalgo et al.(2009), who 
followed Maurer et al. (2007). 

Trends were computed for two time periods, 
1958-2012 and 1912-2012. Some stations of 
interest did not have records stretching back to 
1912, the start date for trend analysis in the Fraser 
River at Hope. 

Relative Sea Level 
For trend analysis, the relative sea level data were 
converted to anomalies using the 1981-2010 average 
sea level for each station. Trends were analyzed using 
Mann-Kendall non-parametric trend analysis and 
slopes were calculated using the Sen slopes method. 
These approaches are strongly resistant to outliers in 
data and are better able to handle data with temporal 
gaps in the record. 

Sea Surface Temperature 
Trends in the data were analyzed on anomalies 
in seasonal and annual mean values relative to a 
30-year climatology. To maximize the number of 
stations that could be included in the analysis, a 
30-year normal period was chosen in which the 
largest number of stations contained enough data 
to have a climate normal calculated (requiring 75% 
data coverage for the given month). This resulted in 
a somewhat unusual climate normal period of 1968 
to 1997. Because the anomalies themselves are not 
presented, an arbitrary normal period is acceptable. 
Using this approach, 15 of 19 stations had sufficient 
data during the climate normal period to be further 
considered in this analysis. Seasonal and annual 
climatologies were based on the monthly values 
and were only calculated when complete seasons 
or years were available thus propagating the 75% 
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data requirement. The averages of months to make 
seasonal or annual climatologies were weighted by 
the number of days in the given month to arrive at a 
correct average. Trends were analyzed using Mann
Kendall non-parametric trend analysis and slopes 
were calculated using the Sen slopes method. These 
approaches are strongly resistant to outliers in data 
and are better able to handle data with temporal 
gaps in the record. 

The trend analysis performed here differs 
from that in two published analyses of the same 
data over earlier periods (Cummins and Masson, 
2014; Freeland, 2013).This caused the numeric 
trend values in those studies to differ from those 
presented here. Those analyses relied on linear 
regression to compute trend and two different 
approaches to adjusting uncertainty estimates to 
account for autocorrelation in the data. The data 
in Cummins and Masson (2014) were gap-filled 

prior to computing trends on the monthly data. 
Despite this, the agreement between the methods 
is high and the approach used for this report 
allows the delivery of trends as they differ 
between seasons. 
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Distribution 
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The mountain pine 

beetle is native to 

western North 

America, from 

Mountain pine beetle pupa and immature aduit. Photo: D. ivianastirski. 

northern Mexico to northern British Columbia. It is also present in an isolated population of 

pine that is surrounded by prairie in the Cypress Hills area of southwestern Saskatchewan, 

which was likely infested in the early 1980s. In the 2000s, the beetle significantly 

expanded its range in Canada, invading new habitat east of the Rocky Mountains in 

northeastern British Columbia and northern Alberta. 

https://www .nrcan.gc.ca/forests/:fire-insects-disturbances/top-insects/13 3 97 2018-12-17 
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Observed presence of mountain pine beetle from 1999 to 2012. Map data: Forest Practices Branch, 

Ministry of Forests and Range, Government of British Columbia; Environment and Sustainable 

Resource Development, Government of Alberta; Forest Insects and Disease Survey, Pacific 

Forestry Centre, Canadian Forest Service, Natural Resources Canada. 

Hosts in Canada 

Principal hosts in Canada 

Lodgepole pine is the most common host in the mountain pine beetle's range in 

British Columbia. 

Other hosts 

Most species of pine that grow in the beetle's range are readily attacked, with the 

exception of Jeffrey pine. In Canada, these hosts include ponderosa, western 

white, whitebark and limber pines and, very recently, jack pine in the expanded 

range. 

Occasional or potential hosts 

https:/ /www.nrcan.gc.ca/forests/fire-insects-disturbances/top-insects/13 3 97 2018-12-17 
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Most pine species native to Canada, as well as four non-native species, have been 

successfully attacked when planted in the beetle's range in western North America. 

Non-pine hosts, such as interior spruce, Douglas-fir and western larch, are 

sometimes attacked during outbreaks when they grow with pine, but beetle 

populations do not persist long-term in non-pine hosts. 

Life history 
The mountain pine beetle 

has a one-year life cycle in 

most of its range, but may 

take more or less time to 

complete its development, 

depending on local 

temperatures. Adult beetles 

usually disperse in July or 

August, depending on the 

region, to colonize new host 

trees. Females attack first 

and release semiochemicals 

called aggregation 

pheromones that attract 

more females and males to 

Mountain pine beetle larvae and adult. Photo: D. Manastirski. 

the tree. Female beetles lay eggs along the sides of vertical galleries that they excavate in 

the inner bark of the tree. Newly hatched larvae mine away from the egg galleries. Insects 

usually overvvinter as larvae, completing their development the following spring and 

pupating in June or July. 

During gallery construction, fungal symbionts carried by beetles in specialized pockets in 

one of the mouthparts are introduced to the trees. The fungi colonize the inner bark and 

sapwood, interrupting tree function and defence in addition to changing the moisture and 

chemistry of tree tissues in which insects are developing. The fungi sporulate in pupal 

chambers and new adults feed on the spores before emerging and dispersing to a new 

host tree. 

Ecology 

https :/ /www .mcan.gc.ca/forests/fire-insects-disturbances/top-insects/13 3 97 2018-12-17 
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Trees defend themselves against mountain pine beetle attack with toxic resin. Low or 

endemic beetle populations cannot overcome the defences of healthy trees and attack 

suppressed, weak or dying trees. Suppressed and weak trees are usually poor-quality 

hosts for the beetles because they may already have been attacked by competing insects 

and the thin inner bark layer is a poor habitat. 

https ://www.nrcan.gc.ca/forests/fire-insects-disturbances/top-insects/ 13 3 97 2018-12-17 
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Mountain pine beetle damage- galleries and blue-stained sapwood. Photo: K. Bleiker, CFS. 

https:/ /www.mcan.gc.ca/forests/fire-insects-disturbances/top-insects/l 3 3 97 2018-12-17 
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As populations increase, the mountain pine beetle is able to overwhelm the defences of 

larger and healthier trees through a rapid, coordinated group or mass attack. Large trees 

provide better habitat and produce more beetles. This results in positive feedback and 

rapid population growth. Tree defences may be important in regulating low or endemic 

populations, but they become inconsequential when beetle populations are high. 

Landscape-level epidemics only decline once most of the large diameter host trees have 

been killed or unfavourable weather causes catastrophic insect mortality. 

In British Columbia, the northern limit of the beetle's range has been limited by cold winter 

temperatures (-40°C) and cool summers. Outbreaks have been linked to favourable 

weather in both summer and winter. Warm, dry summers are good for beetle development 

and dispersal, and drought stress reduces tree defences. Overwinter mortality is usually 

the largest single source of mountain pine beetle mortality; mild winter temperatures result 

in higher insect survival. Successive years of favourable summer and winter weather 

combined with an abundance of mature suitable pine hosts on the landscape have been 

cited as factors contributing to the massive epidemic that occurred in the 1990s and 2000s 

in British Columbia. 

Attack and damage 
Sawdust on the outer bark around beetle entrance holes is the first sign of attack. Pitch 

tubes (small globs of pitch) are present on the outer bark of attacked trees within days of 

attack and remain visible for many years; however, pitch tubes may not be present on 

trees with severely compromised defences. The sapwood of successfully attacked trees 

appears blue in colour usually by the fall in the year of attack. Needles turn yellow, orange 

and then red approximately one year after attack. The crowns of some trees may start to 

fade in the same year as the attack, depending on environmental conditions. The red 

needles drop off approximately two to four years after attack and trees appear gray with no 

needles. 

https:/ /www.mean.gc.ca/forests/fire-insects-disturbances/top-insects/13 3 97 2018-12-17 
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Pitch tubes on a lodgepole pine tree killed by the mountain pine beetle. Photo: K. Bleiker, CFS. 

Status in Canada 

https :/ /www.mcan.gc.ca/forests/fire-insects-disturbances/top-insects/13 3 97 2018-12-17 
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The largest recorded mountain pine beetle epidemic occurred in the 1990s and 2000s in 

British Columbia. Over 18 million hectares of forest were impacted to some degree, 

resulting in a loss of approximately 723 million cubic metres (53%) of the merchantable 

pine volume by 2012. The epidemic peaked in 2005: total cumulative losses from the 

outbreak are projected to be 752 million cubic metres (58%) of the merchantable pine 

volume by 2017, when the epidemic will have largely subsided in British Columbia. 

Several times in the 2000s, beetles from the massive epidemic in central British Columbia 

were carried on upper atmospheric winds across the biogeoclimatic barrier posed by the 

Rocky Mountains. The insects were deposited in northeastern British Columbia and 

northwestern Alberta. These long-distance dispersal events resulted in a significant 

increase in the distribution of the mountain pine beetle in Canada. The beetle is now 

established in lodgepole-jack pine forests in northern Alberta and threatens to spread east 

across Canada's boreal forest if conditions are favourable. The mountain pine beetle has 

also moved northwards and in 2012 was reported north of 60° latitude in the Northwest 

Territories for the first time, although the fate of this small population is uncertain. 

I 

Lodgepole pine trees killed by mountain pine beetle near Bonaparte Lake, BC. Photo: K. Buxton, 

BC Ministry of Forests, Lands and Natural Resource Operations. 

https://www.mcan.gc.ca/forests/fire-insects-disturbances/top-insects/13397 2018-12-17 
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1 Introduction 

A wildfire near Fort McMurray, Alberta, Canada in early May 2016 burned almost 600,000 ha, 
but was most notable for displacing over 80,000 people (Government of Alberta 2016) and caus
ing $3.5 billion in insured losses (IBC 2016). Following such an extreme event, questions 
arise regarding the extent to which human-induced climate change contributed to the event. 

Wildfires in Canada bum approximately 2.1 million ha annually (Natural Resources 
Canada (NRCan) 2016). While large fires, classified as those burning more than 200 ha, 
constitute only 3% of all fires in Canada, they are responsible for about 97% of the area 
burned (Stocks et al. 2003). The occurrence and behavior of a fire is dependent on an ignition 
source, available fuels to bum, and weather conditions favorable for spread (Parisien et al. 
2011), and can also be influenced by human suppression efforts. Williams and Abatzoglou 
(2016) review fire-modeling studies that assess climate influences on wildfire activity. 

The Canadian Forest Fire Danger Rating System (CFFDRS; Stocks et al. 1989) is widely 
used to assess and predict wildfire risk and behavior across northern North America and is 
also applied in many other regions around the globe. CFFDRS is composed of the Canadian 
Forest Fire Weather Index (FWI) System (Van Wagner 1987), which uses weather condi
tions to calculate fire potential, and the Fire Behavior Prediction (FBP) System (Forestry 
Canada Fire Danger Group 1992), which uses information from the FWI and evaluates the 
behavior of an ignited fire for different fuel types. 

As wildfires have numerous impacts, many studies have investigated changes to fire 
risk under future climate projections (Flannigan et al. 2009). Through lengthening of the 
fire season (Flannigan et al. 2013; Liu et al. 2013), increased days with spread potential 
(Wang et al. 2015), increased fire risk (de Groot et al. 2013), or projected increases in the 
number of fires (Wotton et al. 20 l O; Krawchuk et al. 2009) and area burned (Balshi et al. 
2009; Flannigan et al. 2005), a heightened fire risk is expected in Canada and the USA 
under scenarios with increasing anthropogenic greenhouse gases. Jolly et al. (2015) used 
reanalyses to demonstrate an increase in fire season length has already been seen globally 
through 2013. Flannigan et al. (2016) estimated up to a 15% increase in precipitation is 
needed to offset each degree of warming in terms of the FWI indices and thus increasing 
temperatures will result in more days with high fire potential. Increased fire risk has the 
potential to exceed the capabilities of current fire management agencies (Podur and Wotton 
2011; Flannigan et al. 2009). 

To assess the anthropogenic influence on fire risk in western Canada, we utilize an event 
attribution framework (NASEM 2016), which aims to quantify the influence of anthro
pogenic forcings on the frequency (our focus in this paper) or magnitude of specific classes 
of extreme events. The methodology generally involves comparing the probability of a par
ticular event's occurrence in a world with observed emissions (ALL forcing= natural (NAT) 
+ anthropogenic (ANT)) and in a counterfactual world (NAT only). Because direct obser
vations of the counterfactual world are unavailable, event attribution studies typically rely 
on large ensembles of climate model simulations. Only a few studies have pursued the attri
bution of fires and wildfire risk directly, though attribution of increased temperatures and 
drought events can also lend insight into fire risk. Using the strong relationship between tem
perature and area burned, Gillett et al. (2004) detected an anthropogenic contribution to increas
ing area-burned trends in Canada. With a large ensemble from CESMl, Yoon et al. (2015) 
found a deviation in drought and fire risk between simulations that included anthropogenic 
forcings and those with only natural variability beginning in the 1990s and thus attributed 
an increased fire risk in California to human emissions. Abatzoglou and Williams (2016) 
found that anthropogenic signals account for approximately half of the increasing trends in 
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fuel aridity and fire season length in the western USA. Finally, Partain et al. (2016) demon
strated that the fuel conditions leading to the severe 2015 fire season in Alaska were more 
likely with ALL forcings than in a counterfactual world. 

The goal of this paper is to use an event attribution perspective to quantify the influ
ence of anthropogenic forcings on extreme wildfire risk in a region of western Canada that 
includes Fort McMurray. Fourteen metrics are utilized to define extreme fire risk on a fire
season basis for the 2011-2020 climate and the probabilities of these extreme fire seasons 
are compared between a scenario with ALL forcings and a counter-factual scenario with 
only NAT forcings. In Section 2, we introduce the observations, model, and region used in 
this analysis. Section 3 provides an overview of CFFDRS and the calculation of its indices. 
The event attribution methodology, event definitions, and results are presented in Section 4, 
with conclusions in Section 5. 

2 Data 

2.1 Observations and region 

The Global Fire Weather Database (GFWED; Field et al. 2015) is a gridded dataset of daily 
FWI indices. The data are available on the 1/2° by 2/3° grid of the MERRA reanalysis 
(Rienecker et al. 2011), beginning in 1980. GFWED provides the four main FWI Sys
tem indices as well as the daily input weather data for the FWI-system standard of local 
noon values. The temperature, relative humidity (RH), and wind speed inputs for the FWI 
indices calculated here are from GFWED. Precipitation is obtained from the Multi-Source 
Weighted-Ensemble Precipitation (MSWEP) dataset (Beck et al. 2016), which combines 
surface-based and remotely-sensed observations and reanalysis products to create a global 
3-hourly precipitation dataset on a 0.25° grid. The data were aggregated to 24-h accumu
lations as close to the GFWED data as possible and interpolated to the MERRA grid. See 
the supplementary material for more discussion of the choice of precipitation dataset. The 
observations are mainly used for bias-correcting the modei data. 

We use the homogeneous fire regime (HFR) zones defined by Boulanger et al. (2012), who 
used a cluster analysis of fire characteristics and climatologies to refine the eco-classifications 
of the Ecological Stratification Working Group (ESWG) (1996) to regions more suited to 
wildfire analyses. The HFR zones in western Canada were numbered by the authors 
and the region containing Fort McMurray was selected (Fig. 1). This region, covering 
approximately 5.7x107 ha or 267 GFWED grid boxes, will be referred to as HFR9 herein. 

2.2 Model 

The model simulations are from large ensembles of the Canadian Earth System Model 
version 2 (CanESM2; Arora et al. 2011; Fyfe et al. 2017). The first large ensem
ble contains 50 ensemble members (also referred to as realizations) with ALL forc
ing and the second contains 50 ensemble members with NAT forcing. NAT forcing 
includes solar and volcanic influences, while ALL forcing is a combination of natu
ral forcing and the anthropogenic components (greenhouse gases, aerosols, land use, 
etc). The NAT simulations are available through 2020 and ALL simulations through 
2100, with years beyond 2005 forced with RCP8.5. Herein, ALL data are not used 
beyond 2020 and there is a negligible difference between RCPs for this period (van 
Vuuren et al. 2011). Daily values of maximum temperature, mean wind speed, and 
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Fig. 1 Western Canada region used in this study. The green shading represents the Boreal zone (Brandt 
2009). Red points are ignition locations of large fires (>200 ha) for the 1980-2014 period from the CNFDB, 
scaled by fire size. Black region is HFR9 and the blue dot is Fort McMurray 

total precipitation were acquired from the model output; RH was calculated using the 
model-supplied specific humidity. More details on the CanESM2 ensemble can be found in 
the supplementary material. 

The topography of the region, namely the Western Cordillera, can have an impact on the 
local weather and thus on the fire indices and these effects may not be captured adequately 
with the coarse resolution (2.81 °) of CanESM2. Other studies have employed simple down
scaling models (Flannigan et al. 2013; Wang et al. 2015) to increase resolution or statistical 
models to relate model outputs to the number or area of fires (Wotton et al. 201 O; Balshi 
et al. 2009). Here, the large ensemble output was downscaled to the resolution of the 
GFWED data and then bias corrected following the methodology of Cannon (2017), which 
bias corrects the marginal distributions and maintains the multivariate dependence structure 
between the four variables (tair, RH, wspd, prep). If debiased separately, the relationship 
between weather variables could be altered, which would have implications for the calcu
lation of the CFFDRS indices (Cannon 2017). The downscaling/bias correction considers 
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internal variability between realizations and maintains the separation between the ALL and 
NAT responses; the procedure is described in more detail in the supplementary material. 

3 CFFDR..S 

3.1 Indices 

The FWI System (Van Wagner 1987; see Table 1) uses weather variables to assess the risk 
of fire ignition and spread. The system includes three indices (FFMC, DMC, and DC) that 
describe the moisture available in fuels of increasing depths and the FWI index, which pro
vides a summary measure of the fire potential. For all indices, larger values indicate higher 
fire risk. The FWI system indices are calculated daily using observations at local noon and 
depend on the previous day's index. We use the recommended values (NRCan 2016) to initi
ate the calculations on the first day of the fire season and ignore overwintering adjustments. 
Indices from the observations and downscaled model simulations were calculated by grid 
box using the same routine. More detail regarding the interpretation of the indices and their 
use by fire managers is available in Wotton (2009). 

The FBP System incorporates some of the FWI indices to provide more detail on the 
expected behavior of an ignited fire, with the calculations (Forestry Canada Fire Danger 
Group 1992) dependent on specific fuel types (Nadeau et al. 2005). The three main fuel 
types for HFR9 are Boreal spruce (C2), Lodgepole pine (C3), and leafless aspen (DI) (S. 
Taylor, personal communication). We focus on C2 due to its prevalence in northern Alberta 
(Nadeau et al. 2005), but include results for C3 and D 1 in the supplementary material. 

An example of the relationship between the FWI and fires in HFR9 is shown in Fig. 2, 
which compares density curves of the FWI values for all days and all gridboxes with FWI 
values for days and gridboxes corresponding to large fires. Fire data were acquired from 
the Canadian National Fire Database (CNFDB; Stocks et al. 2003). The maximum FWI 
in the first four days following ignition is assigned to each fire; this window was chosen 
based on when a fire consumes most of its fuel (.Amira et ai. 2004). In general, large fires 
occur on days with greater fire potential (larger FWI). There are many days every year that 
experienced extreme fire risk but either lacked an ignition source or any ignited fires were 
suppressed quickly. Additional analyses of the relationship between large fires and the FWI 
and FBP indices can be foun,d in Amira et al. (2004 ); Kiil et al. (1977). 

3.2 Fire season 

There is no standard definition for the fire season. The official NRCan recommendation 
(Turner and Lawson 1978) is to begin the calculation of the FWI System indices after three 
consecutive days without snow cover in regions that experience significant winter snow 
cover, or after three consecutive days with noon temperatures over 12 °C. All of the grid 
boxes in HFR9 see significant winter snow cover. 

For observations, following the GFWED (Field et al. 2015), a grid box is snow covered 
if snow depth is greater than 1 cm. The fire season start dates were calculated after three 
consecutive days without snow cover, beginning 01 March. The grid boxes in HFR9 gen
erally start their fire seasons in late April or early May (Fig. S la), whereas regions farther 
north or at higher elevations start later in the year. The fire season ends with the first snow
fall, defined as the first day after 01 July with snow cover, which occurs in September for 
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- all days fire days 

0 10 20 30 40 50 
FWI 

Fig. 2 Density curves for all Fire Weather Index (FWI) values during the fire season (MJiAS) by grid box 
in HFR9 using the GFWED-MSWEP data for 1980-2014 (black) and for only grid boxes where a large fire 
ignited, using the maximum FWI value in the first four days (red). Vertical bars indicate extreme values of 
the index defined by NRCan (solid) and the value at the time of ignition of the Fort McMurray fire (dashed). 
About 800 values went into the red curve and on the order of 106 values are summarized by the black curve 

much of the region (Fig Slb). The resulting fire season length averages approximately 150 
days (Fig. Slc) in HFR9. 

For CanESM2 simulations, a simple statistical model was derived to predict the fire 
season start date for each year based on mid-spring growing degree days; more information 
regarding its calibration can be found in the supplementary material. The fire season end 
date was defined as the first day after O 1 July where a grid box reported precipitation over 
0 mm and a noon temperature below 5 °C. 

4 Event attribution 

4.1 Setting up the event attribution 

A detection and attribution analysis (Bindoff et al. 2013) was used to assess whether anthro
pogenic influence has had a discernible effect on the base climate state in the larger western 
Canada region. Evidence that anthropogenic influence has altered the base state would 
increase confidence in the attribution of extreme events, which can be viewed as departures 
from this altered base state (NASEM 2016). Mean temperature was chosen due to its robust 
detection globally (Bindoff et al. 2013) and throughout many regions (Stott 2003; Zhang 
et al. 2006), its observational coverage, and its well understood relationship to increased 
greenhouse gases. As there can be smaller signal-to-noise ratios at the regional level and 
among other variables, it can be more difficult to provide a robust attribution (Stott et al. 
2010). Performing a detection and attribution analysis for temperature over a larger region 
and longer time period helps to reduce the impact of noise on such analyses. 

Observed monthly temperatures over land areas from the CRU-TS3 dataset (Harris et al. 
2014) on a 0.5° grid were averaged over western Canada (Fig. 1). Similarly, monthly aver
age temperatures from CanESM2 ALL and NAT realizations were averaged over the land 
grid boxes for this region. A detection and attribution analysis was performed for the longest 
period available (1960-2014); a thorough description of the methods applied here can be 
found in Kirchmeier-Young et al. (2016). 
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The ALL forcing signal was detected in the observations (Fig. S2) for the fire season 
(MJJAS), though CanESM2 overestimates the warming during this period. After scaling 
the model response to be consistent with the observations, the result is an attributed warm
ing trend of about l °C over the period for which the FWI indices can be calculated 
(1980-2014). As anthropogenic forcing has had a demonstrable influence on the region, 
it is reasonable to pursue an event attribution analysis for a more localized region and 
for other variables that, while influenced by temperature change, likely present smaller 
signal-to-noise ratios. 

4.2 Event definitions 

A key first step for event attribution is framing the attribution question (NASEM 2016), 
which includes determining the spatial and temporal characteristics and climate variable to 
define the event of interest. Although the events chosen for attribution analyses are typi
cally inspired by societally-relevant extreme events, selection bias becomes a concern when 
using an event definition that is too specific (e.g., observed extreme at a point location). Fur
thermore, using multiple event definitions can increase the robustness of event attribution 
results (NASEM 2016). 

We use the class type of event definition (NASEM 2016) by defining an event as all pos
sible outcomes for which a particular metric exceeds a chosen threshold (Table 2). First, 
we define a class of events for each FWI index by requiring the 90th percentile of daily 
index values for each fire season to exceed an NRCan (2016) defined "extreme" threshold. 

Table2 Event attribution results for many extreme fire risk metrics 

Event Po Pl PN PS RR 

Fire Season 90th percentile 

FWI > 30 <0.01 0.03 0.83 0.03 5.97 

FFMC > 91 0.05 0.15 0.66 0.11 2.95 

DMC > 60 0.23 0.36 0.35 0.17 1.55 

DC> 425 0.39 0.56 0.31 0.29 1.45 

ISI > 15 <0.01 <0.01 

BUI> 90 0.15 0.26 0.44 0.14 1.78 
Significant spread potential 

> 38 days 0.03 0.12 0.74 0.09 3.90 

>25% 0.04 0.11 0.65 0.08 2.82 

ROS p90 > 18 [C21 <0.01 <0.01 1.00 <0.01 109 

Fire Intensity Classes 

> 38 days Class 5/6 [C2] 0.16 0.37 0.55 0.24 2.22 

> 76 days Class 5/6 [C2] <0.01 <0.01 0.96 <0.01 22.52 

HFI p90 > 10,000 [C2] 0.08 0.23 0.63 0.16 2.72 

Fire Season 

Fire season starts by 15 Apr 0.09 0.19 0.52 0.1 l 2.10 

Fire season ends after 31 Sep 0.09 0.25 0.65 0.18 2.86 

Fire season > l 65 days 0.05 0.20 0.76 0.16 4.12 

Values are rounded to two decimal places for display purposes. See Table S 1 for uncertainties. Attribution 
metrics are not calculated for ISI as the extreme threshold exceeds any regional values realized in either the 
ALL or NAT simulations 
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FWI index percentiles have been used in other studies (Wotton et al. 2010; Parisien et al. 
20ll; Wang et al. 2015) and are a better indicator of extreme fire days than a measure of 
central tendency. The NRCan thresholds are defined for all of Canada and may not com
pletely characterize local extremes. For reference, the maximum value of each index during 
the first 4 days of the Fort McMurray fire, based on data from the Fort McMurray airport 
weather station, was FFMC-95, DMC-56, DC-370, ISI-21, BUI-81, FWI-40 (M. Flannigan, 
personal communication). Bearing in mind the inherent difference between station and grid
ded observations, these values correspond, respectively, to the >99, 94, 89, >99, 95, >99th 
percentiles in the corresponding grid box of GFWED data. 

We also considered events defined in terms of days with significant spread potential, 
by using the 90th percentile value of the ROS (Rate of Spread) and also the definition of 
Wang et al. (2014) that determines spread days in a rain-free period as those with FWI (Fire 
Weather Index) ;:::19 and DMC (Drought Moisture Code) ::::20. Spread days are expiessed 
as the number of days per season or the percentage of the fire season length, with thresholds 
for an extreme season being 38 days (25% of the climatological mean season length) or 
25%, respectively. We also use the fire season 90th percentile of Head Fire Intensity (HFI) 
and metrics characterized by the number of days in fire intensity classes 5 and 6 (HF! > 
4,000; NRCan 2016). Finally, we look at metrics describing the fire season, including start 
and end dates and the length of the season. 

4.3 Methodology and metrics 

For each of the metrics discussed above, the probabilities of an event occurring under ALL 
and under NAT forcing were calculated by pooling the values from all realizations for a 
chosen decade. Each metric was calculated by grid box and then averaged across HFR9. An 
example using the 90th percentile of the FWI is shown in Fig. 3. For each realization, each 
year and each grid box, the 90th percentile of daily FWI values is determined and averaged 
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Fig. 3 a Time series of fire season 90th percentile values of the Fire Weather Index (FWI) for the ALL 
forcing ensemble mean in blue and NAT forcing ensemble mean in green. Shading represents the 5th-95th 
percentile range across the ensemble. b Density plots for 2011-2020 for ALL in blue and NAT in green, 
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density curves and the shaded uncertainty ranges are a result of the uncertainty on the density curves 
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over HFR9; the result is a value for every year and every realization. Time series of the 
90th percentile of FWI (Fig. 3a) show that as time progresses, the separation of the ALL 
(blue) and NAT (green) ensemble means increases, with a slight increasing trend under ALL 
forcing and no trend under NAT forcing. 

Choosing the current decade, 2011-2020, the values from each year and each realization 
are pooled together (500 years total) and density curves estimated (Fig. 3b). The density 
curve for ALL (blue) is shifted toward slightly larger values of FWI than the NAT curve. 
These densities are then used to calculate the probability of a particular event; Po is the 
probability under NAT forcing and p 1 the probability of the same event under ALL forcing 
(Fig. 3c). Numerous thresholds to define events (horizontal axis) are used. Both po and 
p 1 decrease with increasing severity of FWI values, but Pl decreases more slowly as the 
extreme events are more likely with ALL forcing. 

The probabilities are used to calculate three event attribution metrics: 

P N = FAR = l - Po 
Pl 

l -p1 
PS=l---

1 - Po 

RR=£..! 
Po 

(1) 

(2) 

(3) 

The probability of necessary causality (PN) and the probability of sufficient causality (PS) 
were introduced in Hann art et al. (2016). PN describes the probability that ALL forcing 
is a necessary cause of the particular event; that is, that ALL forcing is required for the 
event's occurrence. PS describes the probability that ALL forcing is sufficient for the event, 
such that a scenario with ALL forcing will see the occurrence of this event every time. 
Any negative values of PN or PS are set to 0. PN is also the fraction of attributable risk 
(FAR; Stott et al. 2004), which describes the fraction of the risk of an event's occurrence 
contributed by the anthropogenic (ANT) component. Finally, the risk ratio (RR) describes 
how many times as likely the event occurrence is with ALL than with NAT. 

The resulting curves for the event attribution metrics are shown in Fig. 3c. PN increases 
with increasing severity of FWI values. A PN value of approximately 0.8 for a fire season 
90th percentile value of the FWI exceeding 30 means that 80% of the risk of this event is 
due to anthropogenic (ANT) forcing, there is an 80% chance that ANT forcing is required 
for this event to occur, or eight out of ten occurrences of this event would not have happened 
with only NAT forcing. The PS values are small for the more extreme FWI thresholds, as 
such events are rare with both forcing scenarios (see Fig. 3b). Finally, the RR is greater than 
1 (the event is more likely under ALL forcing) for all FWI thresholds. RR values increase 
rapidly for the more extreme values of FWI. An RR of 10 would imply the occurrence of 
that event is 10 times as likely under ALL forcing than under NAT forcing. 

4.4 Results 

All of the metrics show density curves for ALL forcing that favor more extreme values 
compared to NAT forcing for 2011-2020 (Fig. S3). For the FWI indices, this is likely due 
to the strong signal seen in temperature and to a lesser extent the difference in wind speed 
between the two forcing scenarios (Fig. S4, S5). The extreme thresholds (vertical bars) are 
rare events for many of the indices, resulting in small values of Pl and even smaller values 
of p0 for these events (Table 2). For the FWI indices, the RR values range from about 1.5 
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Fig. 4 The risk ratio (RR) for many metrics based on a 2011-2020 climate. Values are for an event more 
extreme than that indicated on the horizontal axis and the vertical bar represents the threshold for an extreme 
value (see Table 2 and Table SI). The uncertainty range for each RR curve is shaded and was calculated 
using a bootstrapping method. The FBP metrics in panels (i)-(k) use the C2 fuel class 

to 6 times as likely under ALL forcing and the confidence intervals on these values are 
generally small (Fig. 4). 

The significant spread days show similar results between the counts and percentage met
rics, with approximately 70% of the event risk due to anthropogenic forcings (Table 2). Under 
ALL forcing, it is almost three times as likely for a fire season to have significant spread 
potential on more than a quarter of its days. Using the 90th percentile value of the ROS (Rate 
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of Spread) sees smaller probabilities for events exceeding the extreme threshold and much 
stronger attribution results, with a PN value indicating ANT forcing is a necessary cause. 

Events for the 90th percentile of the HFI (Head Fire Intensity) and the number of days in 
the top fire intensity classes are several times as likely under ALL forcing (Table 2). These 
results are sensitive to fuel type (Fig. S7) though it is expected that a spruce forest (C2) will 
have more burn potential than one with leafless aspen (D 1 ). 

An increased fire season length under ALL forcing (Fig. S3m) is consistent with other 
studies that demonstrated extended fire seasons under future scenarios including increased 
anthropogenic emissions (Flannigan et al. 2013; Liu et al. 2013). There is a 76% chance that 
ANT forcing is necessary for a fire season exceeding 165 days and such an event is 4 times 
as likely than with NAT forcing alone (Table 2). This is influenced by both a later end date 
and earlier start date to the fire season. 

Generalizing to other thresholds, RR (Fig. 4) and PN (Fig. S8) curves are shown for an 
event more extreme than the given index value. Consistent with the densities (Fig. S3), all 
metrics see increasing PN values for more extreme thresholds, indicating an increased con
tribution of ANT forcing to the occurrence of such events. This is consistent with increasing 
RR values for more extreme thresholds. PN reaches 1.0 in the upper tail of the ALL dis
tribution for most metrics with very large RR values, which would implicate ANT forcing 
as a necessary cause. Although the exact RR values can be sensitive to the estimation of 
very small probabilities, such events would be considerably more likely to occur with ALL 
forcing than with NAT forcing. 

5 Discussion and conclusions 

This study uses a single model ensemble; although the large number of realizations should 
adequately represent internal variability, detection and attribution analyses can benefit from 
multi-model ensembles (Heger! and Zwiers 2011) that reduce the influence of a particular 
model's biases. The simulations used here were debiased relative to a reanalysis product, 
which requires assumptions about its representativeness for the region. The downscaling 
and bias correction routines may also introduce their own sources of error. Additionally, the 
bias correction does not fully correct the trends and the model used here may overemphasize 
the warming trend for this region, which would result in over-confident attribution. Lim
ited coverage of observations in this region presents challenges for evaluating reanalysis or 
model performance. 

Using several event definitions strengthens an event attribution result (NASEM 2016) 
and those chosen here include numerous ways to represent extreme fire risk and potential. 
These event definitions were chosen with the consultation of a fire scientist (S. Taylor, 
personal communication) and represent extreme fire risk from a climate perspective; at a 
local level, fire managers may require different metrics and thresholds to best define fire 
risk (Wotton 2009). Furthermore, this analysis does not consider changes to forest health or 
composition as a result of climate change (Gauthier et al. 2015). Changing forest and fire 
management practices can also impact future fire activity. 

Despite these caveats, it was shown that ALL forcing produces an increase in the risk 
of extreme fire potential compared to NAT forcing alone, using many different metrics. 
The ALL forcing responses saw longer fire seasons, with more days with significant spread 
potential and/or conditions suitable for high-intensity fires, and also greater values of the 
FWI indices designed to represent fuel availability and fire potential. For the majority of 
these metrics and during the current decade, ALL forcing is estimated to have made extreme 
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fire risk events in the HFR9 region 1.5 to 6 times as likely than would have been the case 
under only NAT forcings. Thus, the Fort McMurray fire of May 2016 occurred in a world 
where earlier and longer fire seasons are more likely; where there is an increased risk of 
extreme fire potential (based on the FWI indices); and a larger number of potential spread 
days that can result in the growth of a large fire. Many metrics of fire potential showed 
elevated risk as a result of the combination of natural variability and human emissions. 
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5.4 SEA LEVEL CHANGE 

5.4.1 PAST AND PRESENT MEAN SEA LEVEL 
CHANGE 

Global mean sea level rose about 21 cm between 1880 and 
2012 (Figure 30). The rate of rise (Box 9) increased between 
the 20th and early 21st centuries. In the 20th century, sea 
level rose 1.7 ± 0.5 mm/yr, corresponding to about 17 cm 
over the course of the century while from 1993 to 2003, it 
rose 3.1 ± 0.7 mm/yr (Bindoff et al., 2007). It has continued at a 
similar rate to 2009 (Nerem et al., 2010) and in recent years 
(see Figure 30). The sources of sea-level rise include thermal 
expansion of the upper ocean and melt-water from glaciers, 
ice caps, and the Greenland and Antarctic ice sheets. Sea level 
rise is not uniform across the various oceans. ObseNed global 
sea-level change has exhibited substantial spatial variability, 
even over several decades (Meyssignac et al., 2012), mainly 
due to long-term spatial variability in thermal expansion and 
changes to salinity. Other effects, such as uneven melt-water 
redistribution, also contribute to spatial variability. 

Much of the Canadian land mass is experiencing uplift due to 
glacial isostatic adjustment, which is the delayed rebounding 
of the land surface in response to the removal of the weight 
of the continental ice sheets during their retreat at the end of 
the last ice age (Figure 31; Peltier, 2004). The coastlines of 
Hudson Bay and the central Arctic Archipelago are rising 
rapidly and have been for thousands of years due to this 
adjustment, causing sea level to fall. At Churchill, Manitoba, 
the tide gauge shows sea-level fall of nearly 10 mm/yr since 
1940 (Wolf et al., 2006), consistent with a measurement 
of crustal uplift slightly in excess of 1 O mm/yr (Mazzotti 
et al., 2011). 

BOX9 

ABSOLUTE AND RELATIVE SEA LEVEL 
CHANGES 

Global sea-level change is commonly discussed in terms 
of"absolute" sea level, meaning that it is referenced to 
the centre of the Earth. At coastal locations, the sea-level 
change that is observed or experienced relative to a fixed 
location on land is known as relative sea-level change. 
Relative sea-level change is the result of absolute sea-level 
change and vertical land motion, both of which can 
vary from one location to another. Land uplift decreases 
relative sea-level rise and land subsidence increases it. In 
determining relative sea-level changes across Canada, 
vertical land motion (uplift and subsidence) plays a 
predominant role, although regional variations in absolute 
sea-level change are also important. 

Outside the area of uplift, the land is sinking at lower rates. 
The sinking of land is due to the slow flow of rock deep in 
the Earth's mantle from subsiding regions towards uplifting 
regions. This reverses the process of flow away from regions 
depressed by ice sheets in the past. Most of the Maritimes, 
much of Newfoundland, the Yukon coast, the mainland coast 
of the Northwest Territories and some of its islands, and the 

,so 

FiGURE 30: Observed global mean sea-level from 1880 to 2012 
(Source: Commonwea/rh Scientific and Industrial Research 
Organization [CSIROL www.cmar.csiro.au/sealeve// 
accessed June 71, 2013). The observations are based on 
tide gauge data (1880 to 2009) and TOPEX/Poseidon, 
Jason-1, and Jason-2 satellite altimetry (1993-2012). 
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FIGURE 31: Present-day vertical crustal motion (in millimetres per 
year) predicted by the ICE-SG model of glacial isostatic 
adjustment (Source: Peltier, 2004). Relative sea level 
is presently falling in regions where the land is rising 
rapidly, such as Hudson Bay. Areas that are sinking, 
such as most of the Maritimes, experience relative sea
level rise that is larger than the global value. The model 
predictions do not include the significant vertical 
crustal motion in coastal British Columbia caused by 
active tectonics. 
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east coast of Baffin Island in Nunavut, are subsiding. These 
regions have experienced relative sea-level rise over the past 
few thousand years. At Halifax and Charlottetown, tide-gauge 
records show that relative sea level has risen at about 3.2 mm/ 
yr throughout most of the 20th century (Forbes et al., 2004, 
2009), nearly double the 20th century value of global sea-level 
rise. At T uktoyaktuk, on the Beaufort Coast of the Northwest 
Territories, relative sea-level has risen at 3.5 mm/yr in the past 
half-century, consistent with a combination of global sea-level 
rise and local land subsidence (Forbes et al., 201 0). 

Relative sea-level rise in British Columbia has generally been 
smaller than in the Maritimes, with differences along the 
coastline largely arising from vertical land motion due to 
movement of tectonic plates offshore. The effects of past 
and present-day mass fluctuations of mountain glaciers and 
a residual glacial isostatic adjustment effect from the last 
continental glaciation are also present. In the 20th and early 
21st century (1909 to 2006), sea level rose at an average 
rate of 0.6 mm/yr in Vancouver and Victoria, and 1.3 mm/yr 
in Prince Rupert, and fell by 0.9 mm/yr in Tofino (Mazzotti 
et al., 2008). 

Another geological factor that contributes to relative sea
level change is sediment compaction. On the Fraser Delta, 
ongoing subsidence due to sediment compaction has been 
measured at 1-2 mm/yr (Mazzotti et al., 2008, 2009). Similarly, 
measurements on the Mackenzie Delta in the Northwest 
Territories show subsidence of up to several millimetres per 
year relative to a nearby stable reference point. The additional 
subsidence of the Delta further contributes to sea-level rise 
on this isostatically subsiding shoreline (Forbes et al., 201 0). 

5.4.2 FUTURE CHANGES TO MEAN SEA LEVEL 

Global mean sea-level will continue to rise in the 21st century 
(Figure 32), but there is uncertainty regarding the rate. As 
projected by the IPCC AR4, the increase in global sea level 
over the 21st century, relative to the last two decades of the 
20th century, would range from 18 to 59 cm depending on 
the emission scenario (Meehl et al., 2007b). For all scenarios, 
the thermal expansion component dominated, representing 
70 to 75% of the central estimates of the sea level rise by the 
end of the century (Meehl et al., 2007b). The report also 
considered that an additional sea-level rise of 1 Oto 20 cm 
from accelerated glacier discharge to the oceans could be 
possible. These results were obtained from process-based 
models incorporating physical laws and known properties 
of the atmosphere, oceans, glaciers and ice sheets. Updated 
projections following the IPCC approach (e.g. Church et al., 
2011) indicate a global sea-level rise of about 20 to 80 cm 
by 2100. 

FIGURE 32: Projected global sea-level rise for the 21st century 
from the IPCCThird Assessment Report (TAR; blue 
and green shading and red lines; IPCC, 2001) 
and at the end of the century from the Fourth 
Assessment Report (AR4; coloured bars; IPCC, 
2007). For the TAR, the blue shading shows the 
variation in the mean projections for a range of 
emissions scenarios, the green shading shows the 
range of all model projections, and the outer lines 
indicate an additional uncertainty from land ice. 
For AR4, the light red bar shows the range of model 
predictions, the dark red bar indicates a possible 
additional contribution from Greenland and Antarctic 
ice-sheet dynamics, and the dark red arrow shows that 
larger amounts of sea-level rise cannot be excluded5 

(modified from Church eta/., 2008). 

Some publications, utilizing semi-empirical methods, suggest 
larger amounts of global mean sea-level rise by the end of 
the 21st century, reaching values in excess of 100 cm (e.g. 
75 to 190 cm, Vermeer and Rahmstorf, 2009 and 57 to 11 o 
cm, Jevrejeva et al., 2012). The semi-empirical projections are 
based on assumed relationships between global sea-level 
and either global temperatures or atmospheric heat balance. 
They do not capture the full range of physical processes 
responsible for changes in sea level. At present it is not 
known why they give higher values of sea-level rise than the 
process-based modeling which formed the basis of the IPCC 
TAR (Third Assessment Report) and AR4 (Fourth Assessment 
Report) results. It has been suggested that the semi-empirical 
projections be treated with caution owing to a number of 
limitations (Church et al., 2011 ). 

An upper bound of 200 cm of global sea-level rise by 
2100 was derived from glaciological modeling, to help 
rule out even larger values of global sea-level rise (Pfeffer et 
al., 2008). Based on an assessment of the probable maximum 
contributions from various sources of sea-level rise, and on 
studies using a variety of approaches, a "plausible high-end" 

5 The l~CC rece~tly updated projections of future sea level rise (Stocker et al., 2013) and confirmed that higher levels of sea level rise(> 1 ml could not be excluded, but assessed the like! 
(>66% probab1l1ty) upper end of the range of proJected sea level nse to be about 1 m relative to current levels by the end of the century. y 
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scenario range of 55 to 115 cm of global sea-level rise by 
2100 has been derived for use in flood risk planning 
(Katsman et al., 2011). 

Included in these estimates are the contributions from 
melting Canadian glaciers and ice caps. The contribution 
to sea-level rise to 2100 from circumpolar Arctic glaciers is 
projected to be 5 to 14 cm, with Canadian Arctic glaciers, 
ice fields, and ice caps projected to contribute 1 to 4 cm 
(AMAP, 2011 ). A recent update indicates a contribution of 
3.5 ± 2.4 cm to global sea-level rise from the Canadian Arctic 
Archipelago in the 21st century (Lenaerts et al., 2013). Much 
smaller contributions are expected from western Canadian 
glaciers given their lower ice volumes (Marzeion et al., 2012). 

The patterns offuture relative sea-level change in Canada, 
like past and present-day patterns, will be influenced by land 
uplift and subsidence, uneven melt-water redistribution, and 
changes in ocean temperature, salinity and circulation (e.g. 
Slangen et al., 2012). Around Hudson Bay, some coastlines 
are rising so quickly that sea-level will continue to fall 
throughout the 21st century, except for the most extreme 
scenarios of global sea-level rise (James et al., 2011). A 
consequence of sea-level fall is reduced depth-under-keel 
of ocean-going vessels, leading to potential navigation 
and docking hazards. Areas that are rising more slowly may 
experience a transition from relative sea-level fall in the 
early decades of the 21st century to sea-level rise by 2100, 
depending on the rate of uplift and the amount of global 
sea-level rise. Subsiding regions will experience enhanced 
sea-level rise. 

Melt-water redistribution in the oceans is uneven (Mitrovica 
et al., 2001, 2011 ). The shrinking mass of ice sheets and 
glaciers reduces their gravitational attraction to water in 
the oceans, leading to sea-level fall close to a source of 
meltwater. Near the source of meltwater, the Earth's crust 
responds elastically to the decreasing load, causing land 
uplift that also contributes to relative sea-level fall. These 
processes of meltwater redistribution and elastic crustal 
response (sometimes termed 'sea-level fingerprinting') are 
important in Canada because of the presence of Arctic 
ice caps and, in the west, mountain glaciers and ice fields. 
In addition, the Greenland ice sheet and Gulf of Alaska 
glaciers are both sources of meltwater for global sea-level 
rise. Due to their proximity - on a global scale - to these 
important sources of melt-water, large regions of Canada will 
experience reduced rates of relative sea-level rise. The effects 
of meltwater redistribution are sufficiently pronounced 

in parts of Arctic Canada that the range of local sea-level 
projections is less than half the range of global projections 
(James et al., 2011 ). 

Sea levels are also affected by global ocean circulation, which 
accounts for greater than 2 m of current spatial variation 
in absolute sea level. The largest sea level gradient off the 
coast of Canada is located in the northwest Atlantic where 
the sea level change across the Gulf Stream is about 1.Sm 
(Thompson et al., 2011). Variability in ocean currents may 
contribute to sea level change on all three coasts. Above
average sea-level risedue to changes in ocean circulation is 
projected in the Arctic and the Maritimes (e.g. Yin, 2012; Ezer 
et al., 2013), partly counteracting the reductions arising from 
melt-water redistribution. Off the west coast, long-term 
current-induced changes in coastal sea level may be masked 
by decadal-scale variations in sea level arising from changes 
in circulation and upper ocean temperatures associated with 
major El Nirio and La Niria events (Thomson et al., 2008). 

Projections of global sea-level rise beyond 2100 have an even 
larger uncertainty, but indicate continuing global sea-level 
rise over the coming centuries and millennia (e.g. Kats man et 
al., 2011; Huybrechts et al., 2011; Jevrejeva et al., 2012). Global 
sea-level rise may eventually amount to several metres. 

5.4.3 EXTREME WATER LEVELS 

Rising mean sea levels are an important factor with respect 
to extreme (high) water levels, which generally occur when 
storm surges coincide with high tidal levels. Contributions 
from harbour seiches, wind waves, and interannual and 
seasonal variability are also important. Ocean-surface heights 
vary on time scales from years to hours due to atmosphere 
and ocean variations, such as ENSO, NAO, seasonal warming 
and runoff, storms, and changes to ocean circulation. In the 
Pacific, extreme ENSO events can result in coastal sea level 
changes of a few tens of centimetres. Storm surges can have 
amplitudes of more than a metre on all three coasts (Bernier 
and Thompson, 2006; Manson and Solomon, 2007; Thomson 
et al., 2008). This short-term, large-amplitude variability 
causes peak water levels to vary substantially throughout the 
year and from year to year. It is superimposed on the slow 
rise in mean sea level which causes incrementally higher 
water levels over time where relative sea level is rising. In the 
Bay of Fundy, increasing mean sea level is resulting in a small 
increase in the tidal range due to increased resonance of the 
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semidiurnal tides (Greenberg et al., 2012), which will further 
contribute to extreme high water levels there. 

Climate-related changes in the above factors will also affect 
extreme water levels in many regions of the globe. Possible 
climate changes affecting the intensity and frequency of 
storms, hurricanes and high wind waves are of particular 
concern, though they are expected to vary geographically 
and there is uncertainty regarding their sign and magnitude 
in most areas (e.g. Ulbrich et al., 2009; Harvey et al., 2012; 
Rummukainen, 2012; Seneviratne et al., 2012). Available 
analyses of observed wind speed changes at coastal 
locations around Canada are inconclusive regarding long
term trends (Hundecha et al., 2008; Wan et al., 2010). There 
are some suggestions that the strongest storms will become 
more intense in mid-to-high latitude areas of the North 
Pacific and North Atlantic (e.g. Mizuta, 2012; Woollings et al. 
2012), associated with poleward shifts of the jet stream and 
storm tracks. However, there are differences in the details of 
the projected changes depending on season and location 
(e.g. Perrie et al. 201 O; Long et al. 2009) and among models. 

Changes in sea-ice cover have important implications for 
wind waves reaching the coast. Nearshore sea ice prevents 
waves from breaking directly onshore and reduces wave 

6. SUMMARY 

Atmospheric warming has been widespread across Canada 
since 1950, although strongest in the north and west. It has 
occurred in all seasons, but has been most pronounced in 
winter and spring. The primary contributor to long-term 
warming in Canada (and the rest of the world) since the mid-
20th century has been the anthropogenic emission of GHGs. 
Other factors can strongly influence short-term climate 
variability imposed on the long-term trend. 

A range of indicators provides a coherent picture of the 
response of the atmosphere-ice-ocean system to this climate 
warming. An increase in hot extremes and a decrease in cold 
extremes of air temperature have been observed across the 
country. Canada as a whole has become wetter, although 
with notable spatial and seasonal variability. In most of 
southern Canada there has been a decrease in snowfall and 
an increase in rainfall consistent with warmer temperatures. 
A reduction in the spatial extent and mass of the Canadian 
cryosphere is evident in observations of rapidly declining 
snow and sea ice cover, shorter seasons of ice cover on 
many lakes and rivers, widespread warming of permafrost 

run-up (Forbes and Taylor, 1994; Allard et al., 1998). Ice further 
offshore reflects waves and reduces the amplitude of waves 
before they reach the shoreline (Wadhams et al., 1988; Squire, 
2007), so that more open water will lead to larger waves even 
if the winds are unchanged. Thus, where there are projected 
reductions in sea ice, such as Atlantic Canada and the Arctic, 
there is the potential for increased extreme water levels due 
to run-up. 

Increased extreme water levels will generally lead to 
increased amounts of coastal erosion. Dyked areas, coastal 
regions with little relief, and coastlines comprised of 
unconsolidated sediments are more vulnerable to erosion 
than high-lying, rocky coastlines. In the Arctic, increased air 
and water temperatures may degrade and thaw permafrost, 
loosening ice-bonded sediments and also contributing to 
erosion (Forbes, 2011 ). At this time, it appears that the long
term changes to the frequency and intensity of extreme 
coastal water levels and flooding in Canada will be primarily 
driven by changes in mean sea level and by sea ice changes, 
although tides, storm surge, and waves will continue to play 
prominent roles. Regions that are projected to experience 
an increase in mean sea-level are also likely to experience 
increasing extreme high water levels. 

and shrinkage of glaciers in both western Canada and the 
High Arctic. Indicators of surface freshwater availability, such 
as streamflow, provide integrated responses to climate and 
cryospheric change, but spatially consistent patterns across 
the country are difficult to discern. 

Natural climate fluctuations such as El Nino and the North 
Atlantic Oscillation contribute to regional climate variability 
on short (decadal) time scales. The warming projected to 
occur throughout this century will be associated with a 
continuation and potential acceleration of many of the 
trends observed over the past half century. Some patterns of 
change may prevail for Canada as a whole (a warmer, wetter 
Canada with less snow and ice), but regional and seasonal 
variability will continue. In particular, amplified warming 
and related impacts in the Arctic are expected. Precipitation 
changes are particularly uncertain, but potential declines 
in southern Canada, combined with warmer summers and 
increased evaporation, could increase seasonal aridity and 
reduce freshwater availability in some areas. 
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Long-term changes in ocean climate - temperature, salinity, 
oxygen levels and acidity- consistent with increasing 
atmospheric CO

2 
and anthropogenic climate warming have 

been observed in all three of Canada's oceans. However, 
natural variability on decadal to multi-decadal time scales 
has also contributed to the observed changes in some 
areas (e.g. the Northwest Atlantic) off Canada. Nevertheless, 
warmer waters, reduced sea ice, reduced upper ocean 
salinities, and increased vertical density stratification are 
expected in most Canadian waters over the next century. 
The observed global trends of ocean acidification and 
reduced sub-surface oxygen levels are expected to continue 
and to be evident in Canadian waters as well. 

Sea level change along Canadian coastlines has been, and 
will continue to be, affected by both global and local factors. 
Expansion of warming waters and increased meltwater 
from land ice are both contributing to rising global sea 
levels. Estimates of the magnitude of future changes in 
global sea level by the year 2100 range from a few tens of 
centimetres to more than a metre. Vertical land movement 
strongly influences relative sea level changes at the local 
scale. Where the land is currently subsiding, such as most 

of the Maritimes, relative sea level is rising at rates larger 
than the global average, and will continue to rise. Where 
the land is rising rapidly (e.g. around Hudson Bay), sea level 
will continue to fall except under extreme scenarios of sea 
level rise. Areas where land is rising more slowly may see a 
transition from relative sea level fall to relative sea level rise 
over the 21st century. Extreme sea levels are likely to be 
experienced more frequently in the coming century where 
relative sea level is rising and where sea ice is projected to 
decrease in the Arctic and in Atlantic Canada. 
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For immediate release 

fanuary 18, 2018 

SQUAMfSH - LILLOOET 
REGIONAL DISTRICT Village of PEMBERTON 

MOUNT CURRIE LANDSLIDE RISK ASSESSMENT COMPLETE: 

Determines low probability of a large impact event; community information meetings 

scheduled for January 24th and 25th 

Pemberton, BC- Local Officials have received the results of the Mount Currie Landslide Risk 

Assessment ("the Assessment"), conducted by BGC Engineering Inc. (BGC}. BGC was engaged to 

determine landslide and associated flood risk from the north face of Mount Currie Mountain 

including risk to life, buildings, critical facilities, business activities, power and communication 

lines. The Assessment was prompted by an increase in observed small rockfall events during the 

summers of 2015 and 2016, which raised concerns about the potential risk to the communities 

below the north face of Mount Currie. The completed Assessment has confirmed areas of 

instability that could result in small rockfall events and rare but large-scale rock siope failures. 

Elected Officials from Lil'wat Nation, SLRD and Village of Pemberton (Village) met today to 

review the report with BGC engineers and have agreed to continue joint advocacy efforts to 

secure funding for further studies and monitoring systems, as recommended by the 

Assessment. On a staff level, Emergency Program Managers from all three jurisdictions will 

integrate this new information into existing Emergency Management plans. 

According to the BGC analysis, up to nineteen potential rock avalanche source zones exist, with 

four being identified as having high hazard potential. Two of those four zones, known as 

Scenario 1 and 2 (see enclosed map) were identified as having the potential for rock avalanches 

large enough to travel north of the Green and/or Lillooet Rivers. In these two scenarios, the 

rockfalls are predicted to travel over l00km/hour and involve volumes up to approximately 8 

million cubic metres of material. 

Associated damming of the Green and Lillooet Rivers was also assessed; approximately 160 

buildings within the study area were identified as having a higher vulnerability (greater than lm 

flow depth above the estimated first floor elevation), should Scenario 2 occur. 

Geoscientists have calculated that the annual probability of the modeled rock avalanche of 

Scenario 1 is approximately a 0.02% chance of occurrence in any given year, while the annual 

probability of the modeled rock avalanche of Scenario 2 is a 0.009% chance of occurrence in 



any given year, under current conditions and current weathering and erosion rates. For 

comparison, the probability is similar to the estimated probability of large debris flows from 

Mount Meager (Friele et al. 2008}. 

Mount Currie's stability is believed to be influenced, in part, by the assumed existence of 

permafrost. With climate change, the report concludes that permafrost will degrade and the ice 

presumed to be present will melt. This would imply a higher frequency and possibly higher 

magnitude of rock slope failures in the future. 

Due to Mount Currie's size and the number of source zones for rock avalanches, the 

Assessment states that engineered mitigation options are not practical. As a result, BGC has 

recommended monitoring as the most practical and cost-effective approach to risk 

management. The Assessment also recommends that land use be restricted in part or all of the 

areas modeled for rock avalanches, as any increase in development density would increase the 

population at risk. 

The full report is available for download from the following websites: 

• Lil'wat Nation (www.lilwat.ca) 

• SLRD (www.slrd.bc.ca) 

• Village of Pemberton (www.pemberton.ca) 

Community information sessions will be held in Pemberton and Lil'wat Nation: 

• Wednesday, January 24th from 6:30-8:30pm at the Pemberton & District Community 

Centre, and 

• Thursday, January 25th from 6:30-8:30pm at the Ull'us Community Complex. 

Community members are encouraged to attend either meeting. Each information session will 

begin with a presentation of the Assessment findings by BGC engineers, who will also be 

available to answer questions. To ensure that as many questions as possible can be answered at 

these sessions, community members are encouraged to review the Assessment in advance and 

submit their questions prior to the community information meetings to one of the community 

contacts noted below: 

• Lil'wat Nation: Sylvia Dan (Sylvia.dan@lilwat.ca) 

• SLRD: Sarah Morgan (smorgan@slrd.bc.ca) 

• Village of Pemberton: Jill Brooksbank (admin@pemberton.ca). 

The Mount Currie Landslide Risk Assessment was funded provincially through Emergency 

Management BC (EMBC) and overseen by a steering committee composed of representatives 

from the SLRD, Village, Lil'wat Nation, the Ministry of Forests Lands and Natural Resource 

Operations and Rural Development (MFLNRORD) and EMBC. 



Quotes 

"We have existed on these lands, with the very potential for natural disaster impacts, all our 
lives in this valley. We live between two rivers that are annually very active in their natural high 
and low flows. The mountains are no different in their actions and have been very active in the 
recent years. I feel that we are responsible to our community members to communicate all 
information that pertains to their safety and wellbeing, which includes the steps of inquiry and 
applications of professional advice that we have undertaken collaboratively with our 
neighboring communities." - Dean Nelson, Political Chief, Uiwat Nation 

"This Assessment has given us a more complete understanding of the risks related to rock 
avalanches on Mount Currie, and it will help all of our organizations with future land use and 
emergency management planning. We are grateful to the Province of BC for making this study 
possible, and we look forward to working with our local, provincial and federal partners as we 
explore further studies and monitoring options to keep our communities safe." -Jack 

Crompton, Board Chair, Squamish-Lillooet Regional District 

"We understand this new information is concerning, however we now have a better 
understanding of the potential risks and we can plan accordingly. The Village will integrate this 
new information info existing emergency management plans, and consider this information 
during our Zoning Bylaw update. The Village, with our partners, will continue joint advocacy 
efforts to secure funding for monitoring systems and further studies. As we learn more about 
the dynamic characteristics of Mount Currie, we will continue to share this information with our 
communities." - Mike Richman, IVlayor, Village of Pemberton 

-30-

About Mount Currie Mountain 

Located within Lil'wat Traditional Territory, Mount Currie Mountain, also known as Ts'zil in 

Ucwalmicwts, is a spectacular 2,591 m {8,501 ft.) peak overlooking the Pemberton Valley. 

Mount Currie is Crown Land that falls within Electoral Area C of the Squamish-Lillooet Regional 

District and situated between Lil'wat Nation and the Village of Pemberton. Mount Currie is the 

northernmost summit of the Garibaldi Ranges in southwestern British Columbia. 

About the Squamish-lillooet Regional District {SLRD) I www.slrd.bc.ca 

Located in southwestern BC, the Squamish-Lillooet Regional District (SLRD) is a local 

government federation consisting of four member municipalities (the District of Lillooet, the 

District of Squamish, the Village of Pemberton and the Resort Municipality of Whistler) and four 

unincorporated, rural electoral areas (A, B, C, and D). Headquartered in Pemberton, which is 

the approximate geographic centre of the region, the SLRD delivers a wide range of local, 

regional and sub-regional services to approximately 43,000 residents. 



About Lil'wat Nation I www.lilwat.ca 

The majority of Lfiwat Nation citizens live near beautiful Mount Currie, British Columbia. The 

community is home to the majority of the nation's more than 2,000 members. The people of 

the Ulwat Nation are engaged in all economic sectors while continuing to celebrate, and engage 

in, traditional ways. Fishing, hunting and harvesting indigenous plants for food and medicine 

are among the cultural practices that have endured since time immemorial. The Uiwat Nation's 

Traditional Territory boundaries extend south to Rubble Creek, north to Gates Lake, east to the 

Upper Stein Valley and west to the coastal inlets of the Pacific Ocean. This 791,131 ha of land 

occupies a transition zone that goes from temperate coastal environment to the drier interior 

of British Columbia. 

About the Village of Pemberton I www.pemberton.ca 

Pemberton is one of the most desirable communities in BC and home to family farms, fresh 

outdoor adventures and stunning vistas. With over 2,400 residents and just 30 km from 

Whistler, Pemberton prides itself on its creative and collaborative approach with the business 

community, local volunteer groups, neighbouring communities and key business and tourism 

partners such as Tourism Pemberton and the Pemberton & District Chamber of Commerce. 

Pemberton's mild winters, warm summers and unique pioneer heritage provide an ideal place 

to enjoy arts, culture, history, recreation, dining, shopping and comfortable lodging. 

Media Contacts: 

Dean Nelson 

Chief 

Ul'wat Nation 

Email: Dean.Nelson@lilwat.ca 

Telephone: (604) 894-6115 ext. 2223 

Jeannette Nacion 

Communications and Grants Coordinator 

Squamish-Lillooet Regional District 

Email: jnadon@slrd.bc.ca 

Telephone: {604) 894-6371 ext. 239 

Jill Brooksbank 

Sr. Communications and Grants Coordinator 

Village of Pemberton 

Email: admin@pemberton.ca 

Telephone: (604) 894-6135 ext. 230 
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Effect of Ocean Acidification on Coastal Northeast Pacific Ecosystems 

Introduction 

Fossil fuel burning and changes in land use by humankind have increased atmospheric carbon 
dioxide (CO2) at an unprecedented rate, causing our climate to change [1]. A significant por

tion of this anthropogenic CO2 ( ~ 30%; [2]) has been absorbed by the ocean. When CO2 enters 
the ocean it combines with water (H20), resulting in an increase in the concentration of hydro

gen ions [H+] and an increase in acidity (decrease in pH (3., '1]. Therefore, as our climate 

changes, our oceans become more acidic due to anthropogenic contributions, a problem 

termed Ocean Acidification (OA) [5]. 

While anthropogenic atmospheric CO2 dominates contributions to OA on a global scale, 
other anthropogenic sources may be significant on a local scale [§J For example, acid rain 

from vehicle emissions and industry cause an increase in ocean acidity, which is likely relevant, 

at least near (and downwind of) urbanized regions (Z]. Any addition of organic carbon to the 

ocean, such as sewage, decomposes to dissolved inorganic carbon (DIC), and increases acidity. 

Agricultural run-off provides nutrients which then fuel (an anthropogenic) increase in produc
tion of organic carbon in the ocean ($.], again increasing acidity. 

Aquatic acidity is most commonly reported as pH. However, pH is difficult to determine ac
curately in saltwater because of the additional ions present in solution [2J. It is closely linked 

with carbonate chemistry in the ocean, which is complex. To quantify the carbon state (i.e. the 

concentration of each chemical form of DIC present) in seawater, two of four measured param
eters-DIC, pH, total alkalinity (TA), and partial pressure of CO2 (Pc02)-must be known, in 

addition to temperature and salinity. To be more accurate, phosphate and silicic acid concen

trations are also required [J.QJ. In the past, pH has most often been determined from DIC and 

TA (e.g. [Ll]). (TA is the acid neutralizing capacity of the solution, which is not simply related 
to pH in seawater [lQJ) Thus, although one can generalize to say that high DIC is usually asso

ciated with low pH (or high Pc02), more information, e.g. TA, is required to be quantitative. 

The carbon state is relevant to biology. Most of the DIC in the ocean occurs in the form of 

bicarbonate (HC0:7) and carbonate (CO;-), with less than 1 % in the form of CO2• When pH 

decreases, the balance between HCO; and co~- changes so that there is less co;-. This shift 

has important implications for plants and animals that build calcium carbonate (CaCO3 struc

tures (e.g. shellfish, corals) LU]. Two mineral forms ofCaC03 (aragonite and calcite) are com

mon in biological structures. The aragonitic form is more soluble than calcite given the same 
environmental conditions [1J]; therefore, creatures that use aragonite are more susceptible to 

OA than those that use calcite LU.]. The ease with which these minerals are formed is quanti

fied by the saturation state (Q), such that as Q decreases, dissolution increases LH]. The water 

is undersaturated with respect to CaC03 when the chemical rate of dissolution exceeds the rate 

of formation [l~l- For organisms that precipitate CaC03, decreasing Q means that more energy 
is required to build and maintain their carbonate structures [ 16, 17]. 

Marine organisms are also affected by carbon state (defined above) and 0A in other ways. 

All marine animals need to rid themselves of metabolically produced CO2 through respiration. 

The effectiveness of this removal is dependent, in part, on the ambient Pc02 of the medium (e. 

g. LJJW. Similarly, plants and animals rely on pH to regulate ion transport, and the energy they 
must expend to maintain intra- and extracellular pH depends on ambient pH (e.g. (12.] ). Thus, 

there is no one carbon parameter that best indicates OA impacts on all marine organisms, and 

so full knowledge of the complete carbon state is desirable (e.g. (;?,Q]). 
A large and growing number of studies have been undertaken regarding OA (Sl Table). To 

understand and predict biological impacts, an increasing number of experiments have been 

completed that attempt to emulate future ocean conditions in the laboratory. Experimental 

conditions are usually defined by controlling either the Pc02 or the pH (e.g. S2_Table) and 
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recently an internationally accepted guide has been published that describes the techniques 

used [lli. In most of these experiments, present-day conditions (the control) are set at either 
atmospheric Pc02 ( ~ 400 µatm at the time of writing) or the estimated current global average 

pH of the surface ocean, which is 8.1 [2.]. However, marine organisms in the natural environ
ment may experience values that are significantly different depending on location and the 

depth that they occupy. 
In the ocean, DIC (and Pc02) generally increase with depth while pH decreases. In other 

words, low pH conditions naturally occur at depth. This partitioning of inorganic carbon to

wards deeper parts of the ocean is due in large part to the 'biological pump' that allows the 
ocean to hold more carbon [22]. Photosynthesis in the surface draws down DIC (which in
creases pH) and produces organic forms of carbon. Some of this organic carbon falls to deeper 

levels, where it decays back to DIC (decreasing pH). 

British Coiumbia-oceanography 

British Columbia (BC) makes up 27,000 km (17,000 mi) of the temperate northeast Pacific 
coastline. Circulation along this coast (f ig._1) is dynamic so that large changes in carbon pa

rameters occur both in space (e.g. [2_J]) and time (e.g. [24, 2_~]). Coastal upwelling along the 
west coast ofV ancouver Island (WCVI) [2.6] brings subsurface water high in DIC into the sur

face mixed layer [2Z] so that low pH (e.g. 7.6) is found at relatively shallow depths, e.g. above 

125 m (Bg._f). Furthermore, these subsurface waters are enriched in DIC relative to waters at 

the same depth in other ocean basins, simply because north Pacific water is relatively 'old' and 

has had more time to receive organic matter [28, 29). Upwelled waters are also rich in nutrients 

that are limiting to phytoplankton growth and so cause high primary production that increases 

pH at times. In fact, the WCVI enjoys the highest productivity of any zone on the northeast Pa

cific coast [JQJ. Consequently, present-day ranges in pH in the surface mixed layer along the 

outer BC coast span a remarkable range (7.8-8.4; Fig,.2). The low end of this range is signifi

cantly lower than the benchmark of present-day average global surface ocean pH (8.1). 

In protected waters (e.g. Strait of Georgia, Fig. _l) less data are available relative to the 

WCVI. These data show similar (or iarger) ranges in surface pH and Pc02 (unpublished data, 
DI), which are also similar to values found just to the south in the protected waters of Puget 
Sound, Washington State (WA) (§, 31]. Again, a critical feature in these waterways is low sur
face pH (high Pc02) relative to global averages, especially during the winter season [32]. 

British Columbia-fishery 

Fisheries and aquaculture play an important role in the BC economy, contributing over $650 

million (we quote all dollar values in Canadian dollars) to the provincial gross domestic prod

uct (GDP) in 2011 [;33.J. Sport (or recreational) fishing, mainly for salmon and Pacific Halibut, 

is responsible for approximately 50% of this contribution, while the wild ( or capture) fishery 

makes up ~ 15% and aquaculture ~ 10%. Marine ecosystems also play critical cultural roles in 

BC and their monetary value to tourism is only partially included in these totals (through sport 

fishing). 
Over the past 20 years the wild fishery has declined in terms of both its contribution to the 

BC GDP and employment, although some individual components are increasing (e.g. prawns, 

Geoduck Clam, Pacific Halibut). Meanwhile aquaculture has nearly tripled its contribution to 

BC GDP in the same time frame [J.J]. As a result, published landed values associated with 

aquaculture are about the same as those from the wild fishery (see Results) and aquaculture 

now employs slightly more people than does the wild fishery [2JJ. 
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Fig 1. British Columbia (BC) coastline and bathymetry (isobaths in metres: thin grey-100, 200, 300, ... , 1000, 1250, 1500, 2000, 2500; thick blue-
200, 500, 800, and 1600). The continental slope along most of BC comprises steep slopes, especially along the west coasts of Haida Gwaii and northern 
Vancouver Island. Hecate Strait is largely dominated by shallow waters and a flat seafloor. Sponge reef core protected areas in Hecate Strait and Queen 
Charlotte Sound are shaded pink. The Strait of Georgia forms a large inland sea that is heavily influenced by river runoff and tidal currents. Saltwater finfish 
farm and hatchery sites are indicated by open red circles, commercial marine shellfish farms are indicated by solid green circles [34.$J. Select seamounts 
[~4(?J are marked by blue triangles. Canada's Exclusive Economic Zone (200-nautical miles offshore) is delimited in red. Map was prepared using 
PBSmapping in R [34ZJ. The R code is provided as Supporting Information ($LC.ode). 

doi:10.1371~oumal.pone.0117533.g001 

The wild fishery is for the most part associated with the open coast ( outer WCVI and 
Queen Charlotte Sound, Eig,.l) and is relatively diverse, with no one fishery dominating landed 
values (see Results). The most important contributors (Pacific Halibut, Geoduck Clams, 
prawns, crabs, tunas, Sablefish, rockfishes) currently each have landed values in the $20-50 

million range D.1]. Aquaculture occurs in protected waters: shellfish farming mainly in the 
northern Strait of Georgia and finfish farms and hatcheries mainly north of that on the north

eastern side of Vancouver Island (Fig. 1.). In BC, Atlantic Salmon aquaculture clearly dominates 
all other commercial fisheries (see Results). 
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Fig 2. Estimated present-day ranges of Pc02 (red) and pH (blue) during spring B_Q] and summer rnn for various depth zones along the outer BC 
continental shelf, with l'/plca! species found in each zone {see Methods). There are numerous data above 50m and few below 125 m. The number of 
values in each depth zone from top to bottom are: 70, 116, 33, 45, 5, 4 and 2, respectively. Above 50 m, the distributions of values are skewed, such that high 
Pc02 (low pH) extremes occur less often than the low Pe02 (high pH) extremes. Data and R code for this figure are provided as Supporting Information ($_g 
Code). 

doi:10.1371/joumal.pone.0117533.9002 

Predicting biological impacts due lo OA is a highly complex problem that has only become 
a concern relatively recently (primarHy over the past decade). Theie have been excellent review 

papers outlining anticipated impacts on a general global scale (e.g. [J, ~]) as well as meta-anal
yses of existing work on the topic (e.g. [iQJ). Cooley and Doney [37] have provided the first es
timate of the economic impact of OA, centred on the shellfish fishery, in the United States. 
However, few studies consider specific ecosystems, particularly in the context oflocal pH con
ditions and natural variability, and none focus on the temperate northeast Pacific. 

Here, we examine the potential impact of OA on temperate coastal ecosystems in the north

east Pacific Ocean, with a focus on BC fisheries. To tackle this issue we: 

• describe the current marine ecosystem in BC (especially by depth, Eg,_].); 

• define the present-day carbon state with depth in local waters (Eg,_2); 

• assess the response by marine organisms in this region to OA by investigating existing bio

logical OA impact studies (on local and non-local species) and comparing anticipated 

changes in acidity (P c02) to those currently experienced along the BC coast. 

We use the best information available at present to address this problem. The quantitative de

tails, including treatments and measured carbon parameters, of all studies that we used are 

summarised in S2 Table. We provide specific conclusions ordered by immediacy and relevance 

to the BC fishery. 
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Methods 

Present state of the BC marine ecosystem 
Marine organisms were assigned to taxonomic groups and sorted by trophic levels adapted 

from model-derived output for the BC shelf [38] (Fig. 4). We added several taxonomic groups 

that are commercially fished [Ji] (e.g. sardine, tuna) and unfished (e.g. seagrasses, glass 

sponges) to this list as necessary. To evaluate species abundance and distribution within these 

groups, we used published literature (both primary and secondary as cited) where available. 

When literature was not available we consulted Canadian Department of Fisheries and Oceans 

(DFO) databases and the expertise of individuals active in the field (see Results and Acknowl
edgements). Landed values of fished species were taken from [J:1] (or [J-2] for euphausiids). 

Species depth distributions (EJg,J) were obtained from DFO databases (Pacific Biological 

Station, Nanaimo, Canada). Depths associated with commercially-caught ground.fish (com

piled by RH, May 1, 2014) and shellfish (compiled by Georg Jorgensen, May 6, 2014) are 

depths-at-capture, most often a mean of the minimum and maximum depths offishing events 

(usually trawl or trap). For the commercial species groups Cfjg,_,,l), depths were selected based 

on fishing methods specific to each group-Sea Urchins (dive), Euphausiids (nets), Sea Cu

cumbers (dive), Geoduck Clam (dive), Scallops (dive, trawl), Crabs (trap), Squid & Octopus 

(dive, trap), Prawns (trap), Shrimp (trawl), Pacific Cod (midwater & bottom trawl), Pollock 

(midwater & bottom trawl), Halibut (bottom trawl), Lingcod (bottom trawl), Sole (bottom 

trawl), Dogfish(bottom trawl), Hake (midwater trawl), Arrowtooth (bottom trawl), Rockfish 

(midwater & bottom trawl), Sablefish (bottom trawl). Depths associated with pelagic species 

(Herring, Sardines, and Salmon-Chinook, Chum, Coho, Sockeye, Pink) come from two 

sources: the WCVI Sardine Trawl Survey (spanning the WCVI, E~: -129.14°W to -124.56° 

W, 48.32°N to 51.14°N), which occurs mid-summer and is conducted during the night (data 

compiled by Linnea Flostrand, May 8, 2014), and the La Perouse Survey (spanning the BC 

coast, Eig,_1: -132.89°W to -123.07°W, 43.58°N to 54.64°N), which is a daytime acoustic trawl 

survey used to verify acoustic targets (data compiled by Jennifer Boldt, May 14, 2014). The two 

surveys did not capture any SARA-listed species. Mean depths-of-capture are summarised by 

quantile boxplots where the box represents 50% of the observations, and the region between 

the whiskers represents 95% (Fjg,_]_). 
Commercial fishing in Canada is regulated by the Fishery Act. Specifically, Section 22 

(htm;/ /laws:lois.justice.gc.ca/eng/regulatioJJ§/SOR-93-53/pag~~fi.html) identifies all license 
conditions that DFO uses to manage gear, monitoring, reporting, harvesting, allocation, and 

catch requirements. DFO's Pacific Region Animal Care Committee requires animal-use proto

cols (Supplementary Sl text), but specifically exempts lethal sampling of fish and invertebrates 

for stock assessment and sampling from commercial operations where animals are dead or cer

tain to die. Data used here were collected for stock assessments and are therefore exempt 

from protocols. 

Local inorganic carbon distributions 
Published inorganic carbon data (DIC, TA) from the outer BC coast in Queen Charlotte Sound 

(QCS) [4.QJ and along the WCVI [Jl, 1Q] (Eg,_J) are used. These data (174 discrete samples) 

were collected over the continental shelf, slope and offshore, from the surface to 800 m with 

greater depth resolution in the top 50 m. The carbonate system was defined from TA and DIC 

(CO2SYS, [:!JJ) and the constants of [42] with conductivity, temperature, depth and nutrient 

data that were collected concurrently. These data were sorted into depth intervals defined by 

local bathymetry relevant to local marine organisms (Fig. 2). 
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Responses of marine organisms to OA 

We evaluated the potential impact (coded by colour in Fig. 4) ofOA on each taxonomic group 
that occurs in BC, recognizing that uncertainty exists. We also identified the depth distribu

tions that these groups of species occupy, along with associated OA conditions (fig. 3). Similar 

to our description of the local marine system, we used published literature where available to 
assess direct and indirect effects of OA on taxonomic groups. When no publications were avail

able in this rapidly emerging field, we consulted individuals who presented at recent confer

ences (in particular 2014 Ocean Sciences Meeting, Honolulu HI and 2014 Salish Sea Ecosystem 
Conference, Seattle WA), and we consulted many other experts in their respective fields ( cited 

within Results and Acknowledgements). 

Results 

There are relatively few published carbon data in BC waters. We use these data (2-'Z, 40] to esti

mate present-day ranges in pH and Pc02 for depth intervals relevant to local marine organisms 

(Fig. 2). We then defined three relative Pc02 levels, which are based on the present-day ranges 
in Fig. 2, to group the experimental treatments presented in the literature relative to our local 

waters (TableJ). For example, Pink Salmon (Oncorhynchus gorbuscha) generally occupy 
depths in both the 0-50 m and the 50-125 m zone Cfig,_J) so for these fish present-day Pc02 in 

our region is ~ 200-1000 µatm (pH ~ 7.6-8.4) (fig.-2) so that a Pc02 level of 5000 µatm would 
be the upper limit of an 'elevated' (Table 1) treatment. 

Vertical distributions of marine organisms on the BC coast are presented with associated 

impacts of OA, ordered by trophic level (fig.J) in the following sections. Depending on tro

phic level and group, the amount of information available was variable. For many commercial

ly harvested groups (represented by circles in Fig.4) excellent data were available (e.g. finfish, 

Bg, __ J). On the other hand, abundance and species composition of unfished groups are not well 
characterised, particularly at lower trophic levels (squares in fig,._{, e.g. microzooplankton, cor

als). For many organisms important in the region, no published OA related studies exist (grey 

circles and squares in Fig. 4). Where necessary, we have adopted results from OA studies on 

species elsewhere that are similar to the ones found locally. These caveats are detailed in each 

section. Experimental details are summarised in S.Z.J:~bk. 

Phytoplankton 

In the coastal northeast Pacific the predominant class of phytoplankton is diatoms, which are 

associated with high trophic transfer L4JJ. Many species (including the dominants: Skeleto
nema costatum, Thalassiosira spp., and Chaetoceros spp.) occur along the entire coast of BC 

(1.4.-;i_QJ. Large blooms associated with coastal upwelling are often monospecific (e.g. [=?JJ), but 

in our region they appear to be more diverse and occasionally include large numbers of photo

synthetic dinoflagellates ('¾Ji, ~2]. Coccolithophorid blooms have been directly observed in 

Table 1. Terminology used in the text to quantify levels of Pco2 used in manipulation experiments. 
_S2_ Table provides details for each treatment in each experiment cited. 

Terminology 

present-day 

reduced 

elevated .. 
ii,ery elevated 

doi:10.1371{joumal.pone.0117533.!001 

depends on depth range (Eifh.2) 

0.5x present-day 

2-Sx present-day 

5-1 Ox present-day 
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more protected regions[$()] and by satellite along the entire BC coast during summer [53]; 
however, coccolithophores (which calcify) are generally assumed to contribute minimally to 
overall productivity in the coastal zone (roughly landward of the 800 m isobath, Fig.)) despite 

their importance further offshore L~'.1]. Primary production by phytoplankton is exceptionally 

high in the region [:2.Z, 47., $5.J and ultimately responsible for the high fish yields along our 
coast [;\()]. 

Phytoplankton species that are harmful to higher trophic levels are also common in the re

gion. Large blooms of diatoms from the genus Pseudo-nitzschia occur on the outer coast (e.g. 
[5.6, $.?]) while the dinoflagellate Alexandrium is more prolific in protected locations [58]. Both 

Pseudo-nitzschia and Alexandrium produce neurotoxins that bioaccumulate in higher trophic 
levels. These toxins can interfere with the reproductive success of fish, seabirds, and mammals 

and cause mass mortalities [$.2, gQ]. They are also responsible for numerous seasonal shellfish 

closures in BC (hUp://_w~:DY,P1\C.,dfo.::mpo.g.::,i::,\/fi1Lgp.frm1J11,minaJio1J/h i o to xii n dei,;-eng,htroJ). 
Additionally, significant blooms of Heterosigma akashiwo occur in protected waterways [6L 

62]. Heterosigma releases peroxide free radicals into the water [(m, which damage fish gill tis
sue [64, 65] and cause significant mortality and monetary losses (millions of dollars per year) 

to salmon aquaculture in BC [66]. Thus, harmful algae already pose a threat to health and food 

safety along the BC coast [S.8]. 
Direct effects There have been numerous studies on phytoplankton related to OA (SL 

Table) and a variety of responses have been observed depending on the species and the experi

mental treatment (e.g. [67-?Q]). Although natural conditions in most coastal environments, in

cluding the BC coast (Figs. 1 & 2), cover an exceptionally large range in carbon states and 

consequently pH (e.g. [6, 27, 71 ]), experiments in the field are challenging to complete. Thus, 

most studies have been conducted in the laboratory, often using a single strain of cultured phy

toplankton. Also, because coccolithophores calcify (and at least some are easy to culture), tl1ey 

have been studied disproportionately. We sample a relatively small subset of this body oflitera

ture to summarise results of most relevance to the mixed, often diatom-dominated, community 
in the region and briefly describe the current understanding of the mechanisms involved. 

Species specific responses by primary producers, including phytoplankton, to increases in 

ambient CO2 are highly dependent on their carbon-uptake mechanism. Carbon assimilation 

relies on the enzyme ribulose biphosphate carboxylase-oxygenase (RuBisCO) to fix CO2 [Z2J, 
but this enzyme has a poor affinity for CO2 (72, 73]. Over geological times scales (i.e. the last 
3.5 billions years), as newer phytoplankton species have evolved, their use ofRuBisCO has be

come more effective [7.,?]. Some have carbon-concentrating mechanisms (CCMs), e.g. diatoms 

[74], to help transport and accumulate CO2 to the active RuBisCO site [75]. The most impor
tant CCM for phytoplankton involves carbonic anhydrase to convert abw1dant HCO; to tl1e 

limiting CO2 [7(:iJ. Despite CCMs, many photosynthetic phytoplankters, including some dia
toms, appear to be carbon-limited under present-day conditions (e.g. (72]). 

Because of these limitations in carbon uptake, it is anticipated tl1at OA will increase overall 

production, which may provide more food to higher trophic levels. However, this increase does 

not appear to be large. Numerous mesocosm experiments, which use natural assemblages, sug

gest that regardless of species composition, there may be at most a 10-30% increase in primary 

production due to OA (e.g. [77-SQ]). In addition, a side-effect of elevated Pc02 (TabkJ) is in

creased carbon to nitrogen (C:N) ratios in phytoplankton, effectively decreasing its nutritional 

quality [BQ]. 
While it is generally agreed that OA is likely to cause shifts in phytoplankton species compo

sition, it remains unclear what these shifts will be [ 69]. It is reasonable to expect that species 

that do not have effective CCMs will do better than species that are already efficient with 
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carbon uptake (diatoms in general). For example, the fish-killing raphidophyte Heterosigma 
akashiwo relies on passive diffusion to obtain CO2• As a result it responds strongly (increased 

rates of growth and primary productivity) to an increase in dissolved CO2 [81, 82J regardless of 
temperature [82]. In contrast, growth rates for some phytoplankton species reach a maximum 

value at the low end of present-day Pco2 in the upper mixed layer on the outer BC coast 
(Eig02) assuming a salinity of31-32 [81]. For other species (including several diatoms) these 

rates remain invariant under elevated Pc02 (Q_J]. 
Competition may be more subtle. For instance, some experiments have shown an increase 

in the proportion of diatoms relative to smaller phytoplankton with increased Pc02 (e.g. [tbm 
while others show the opposite effect (e.g. [tt?J). In addition, Tortell et al. [SJi] found that the 
prymnesiophyte Phaeocystis could outcompete diatoms at reduced Pc02 even though both 

groups have efficient CCMs. Finally, it has been suggested that at least one motile species (H. 
akashiwo) will swim faster under OA and deepen its vertical distribution [flZ], which may give 

it (and any species that can take advantage of its absence nearer to the surface) an additional 

competitive advantage. 
Factors associated with climate change, including OA, are expected to increase the frequen

cy and severity ofharmful algal blooms [.fill.]. In addition, the production of potent neurotoxins 
-domoic acid by common and sometimes prolific diatom species of Pseudo-nitzschia, and 

saxitoxin by dinoflagellate species of Alexandrium-has been shown to increase markedly 

under OA conditions [89-91]. In fact, domoic acid production in (at least some) Pseudo
nitzschia spp. increases dramatically (5-S0x per cell) as Pc02 increases [92, 21]. 

Coccolithophores (prymnesiophytes) are the major calcifiers in the phytoplankton commu

nity [94, 95]. The most commonly studied species is Emiliania huxleyi, and although it appears 

to be less prevalent locally in the coastal zone (Fig. 1 in [94]), it plays an important role in the 

Alaskan Gyre [5.1]. Numerous experiments (most in vitro, some in situ) on Emiliania have 

been conducted to determine the effects of carbonate chemistry on calcification. Most (but not 
all, e.g. [2§, 2.Z]) suggest decreasing calcification at lower pH values (e.g. [7Q, 9:;!]). Although 

much remains unknown (e.g. (20, 9--2]), the consensus is that OA will decrease calcification 

[§2.]. This observation is reinforced by mesocosm experiments that manipulate coccolitho

phore populations (§.Z, lQ.Q] and by paleolithic records (lQJ]. 
Phytoplankton synopsis We conclude that the overall impact on ecosystems and fisheries 

due to changes in the phytoplankton community in our region will be negative. While a modest 
increase in primary production is anticipated (so a direct positive benefit to phytoplankton, 
Fig. 4A), this increase is not likely to benefit higher trophic levels due to expected shifts in spe

cies composition (away from diatoms) and decreased nutritional value of the plankton. More 

importantly, the fish-killing alga Heterosigma akashiwo may gain a competitive advantage, 

which would seriously threaten salmon aquaculture. In addition, increasing Pc02 has been 

shown to alter the mix of neurotoxins produced by genera such as Pseudo-nitzschia and Alex
andrium to favour the more potent forms, posing a significant threat to higher trophic levels 

and the shellfish industry as well as overall food safety. 

Macroalgae 
Three groups of macroalgae are delineated by their pigmentation: green, brown, and red algae, 

all of which are common in BC. In particular, brown algae constitute the majority of the bio

mass in intertidal and upper subtidal zones, and are dominated by kelps and rockweeds [102]. 

Brown algae have soft fleshy morphologies, and both green and red algal groups contain spe

cies with hard, calcified structures. Calcified red algae have two morphologies, crust-forming 

on substrate, and erect and branched. Both red and green algae are found in the intertidal and 
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upper subtidal zones, but red algae extend down to the lower photic zone [ \03]. The large

blade (brown) macroalgae (e.g. Laminaria, Macrocystis) that form dense kelp forests along 
temperate coasts, common in BC, are the basis of some of the most productive ecosystems on 

Earth [103,104]. These forests provide extensive shelter from predation, desiccation and wave 

action, as well as food, for hundreds of species with representatives from most taxonomic 

groups [105]. Calcified red algae provide similar protective structures, that are especially im

portant for invertebrate species (e.g. urchins and anemones) [106]. 

Direct effects As with phytoplankton, many macroalgal species use carbon concentrating 

mechanisms (CCMs) to help transport and accumulate the CO2 required for carbon assimila

tion [l07]. Those relatively rare species without CCMs (most of which are red algae) rely on 
passive diffusion of CO2 [1QS, 109] and so may experience enhanced photosynthesis and 

growth under OA, whereas those that have CCMs are likely to show no, or only small, positive 

effects due to reduced energy expenditure [lQZ, JIQ]. Responses to elevated Pcm (T,lhle U 
may be more significant at depths where light levels are reduced because energy constrains 
photosynthesis and CCMs are energetically expensive, though these effects are likely to be spe

cies-specific [Ul,1). In addition, UVB (Ultraviolet B, 280-315 nm) exposure near the water sur

face tends to be harmful to some macroalgae, reducing the positive response to elevated Pcm 
[l llJ. The ultimate effects of OA on photosynthesis and growth of macroalgae will lilcely de

pend on interactions with light exposure, UV radiation, and other stressors. There has been 
less research concerning reproduction and life stages; however, it has been suggested that OA 

will result in reduced gametophyte growth of giant kelp [112]. 

For calcifying macroalgae, elevated Pco2 affects the ability to build and maintain the calci
fied component of their tissues [I 08]. For example, Hofmann et al. [ IJ3] observed reduced cal

cification and growth for a cosmopolitan species of red algae when exposed to elevated Pcm 
over a 4-week period (S2J'.µ,b)e). Calcifying red algae are particularly sensitive to OA because 
unlike most calcifying green algae and invertebrates, red algae deposit a high-magnesium form 

of calcite into their cell walls, that is more soluble in acidified water than other forms of calcite 

[28]. However, Kroeker et al. [}6] found no consistent change in calcification at elevated Pcm 
levels for a suite of calcifying macroalgae, perhaps because many species are able to generate 

microenvironments suitable for calcification despite increases in ambient Pc02 [ 114-1 lZ]. In
deed, the observed reductions in growth with elevated Pc02 (e.g. [lU]) may result from the in

creased dissolution of carbonate skeletons rather than reduced production [117). These effects 
are likely to interact with other stressors, such as UV radiation and temperature [US]. For ex

ample, Gao and Zheng [ U(;)J suggest that the carbonate skeleton of the same red algal species 

serves as a protective layer against UV; thus, CO2 induced shell dissolution may increase vul
nerability to detrimental effects of UV radiation [JJ(;)J 

Indirect effects Changes in macroalgal community composition are anticipated given the 

diversity of responses to OA among species. In general, non-calcifying macroalgae (especially 

those that rely on diffusion of CO2 instead of CCMs) are expected to experience increased 

competitive success compared with calcifying macroalgae [JJQ), resulting in an overall shift of 

community composition toward non-calcifying species [J<;,]. Furthermore, studies on COz-en

riched waters surrounding seafloor vents elsewhere support this hypothesis [ l2Q]. Most re

search has focused on losses of crust-forming calcified red algae in particular and replacement 

with non-calcifying turf-forming algal communities (i.e. species that reach heights of <15cm 

(121)) (30,115,112). In BC, crust-forming red algae release chemical cues that play an impor
tant role in the settlement of some invertebrate larvae (e.g. abalone (12}, 12A]), and they bond 

substrata to provide stable habitats for other benthic species [ ](l6], but the resulting ecosystem 

effects under OA remain highly uncertain. Likewise, the ecological effects of possible declines 
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in erect calcified red macroalgae and replacement by fleshy macroalgal species have received 

little attention (but see [113, 12~]). 
In addition to competition, herbivory is another key factor structuring macroalgal commu

nities [12(i]. Rates ofherbivory on macroalgae depend on palatability and the presence of hard 

carbonate structures for algal defence [n.zJ. OA may reduce structural protection thereby in
creasing grazing on calcified species [ll.2]. For non-calcified species, OA may increase C:N ra

tios possibly reducing palatability and hence grazing pressure (U_;jJ. However, OA will likely 

be detrimental to many herbivores, especially calcified species such as echinoderms and mol

luscs (see below), with resulting beneficial effects on some macroalgal species (e.g. [12.fl), Medi
terranean Sea, 53 Table). 

Given these potential impacts, Harley et al. LU2.l suggest that in the California Current eco

system, which includes the WCVI, OA may result in a shift from diverse nearshore communi

ties consisting of kelp canopies, understory turf assemblages, crust-forming calcifying algae, 

and calcifying invertebrates (e.g. urchins), to communities dominated by kelp and macroalgal 

turfs. Where kelp canopies have been lost due to other natural or anthropogenic disturbances 

(e.g. indirect effects of commercial harvest of fish species as found for large regions of the 
northeast Pacific, [ 129 l), OA may prevent kelp recovery by facilitating expansion of algal turfs 
which inhibit kelp recruitment [130], as found along the Australian coast (Ul]. Kelp is the 

dominant primary producer among macroalgal species in BC, providing food and habitat for 

commercially important fish species, such as Pacific salmon [132, 13J.]. However, because re

sponses ofbenthic communities to OA are highly species-dependent, the results of these stud

ies cannot be extrapolated to other regions with high confidence [J l 5]. 

In addition to community-level effects from altered competition and herbivory, OA may 

slow decay rates of some kelp species including those commonly found in BC (e.g. bull kelp, 

Nereocystis leutkeana), which could indirectly affect detritivore consumption and nutrient cy

cling [ 111]. This delay may result in the accumulation of phytodetritus, possibly reducing food 
availability for consumers in nearshore waters. 

Macroalgae synopsis The direct effect ofOA is hypothesised to be positive on non-calcify

ing species due to enhanced availability of CO2 for carbon assimilation, but negative for calcify

ing species due to reduced growtl1 and dissolution of protective shells (Fig,,4.1\). Community 
composition may shift from calcifying macroalgae species toward non-calcifying species, with 
an inhibition in ilie recovery of depleted kelp populations. However, community-level re
sponses will depend on ilie extent of grazing on fleshy, non-calcifying species, possible changes 
in grazing due to QA-impacts on invertebrate herbivores, and ilie expansion of algal turfs. Re

sponses ofbenthic communities to OA are highly species-dependent, limiting confidence in 

generalisations and extrapolations among regions and studies. 

Sea grasses 
Seagrasses belong to a small group of marine angiosperms comprising 60 species worldwide 

[134]. In BC, there are only two species of eelgrass-the native Zostera marina and the intro

duced species Z. japonica-and iliree species of surfgrass all belonging to ilie genus Phyllospa

dix [J]_$..]. Seagrass beds are well-known as nurseries for juvenile fish and invertebrates LU!?J. 
Another advantage conferred by seagrass beds is ilieir ability to modify the seawater carbonate 

system, increasing aragonite saturation states wiiliin their confines ( 137], which might offer 

calcifying organisms refugia from ilie effects of OA. 

In contrast to most macroalgae, seagrass cannot take advantage ofilie abundant Hco; 

[111:!.] and so increase ilieir photosynthetic rate when DIC becomes more abundant LU2]. Wiili 

more DIC, seagrass are better able to compensate for light attenuation [139]. As a result, 
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increased P coz may foster the growth of seagrass beds, despite worldwide losses of seagrass 
ecosystems due to anthropogenic disturbances along coastal environments [13A]. However, 

OA-related reductions in phenolic compounds [140], which protect seagrasses against herbivo

ry, may result in increased grazing pressure under increased Pc02. The evidence for decreasing 

phenolics in seagrass under OA is limited and contrary to the trend of increasing phenolics in 

terrestrial angiosperms under increased atmospheric CO? [140]. 
Seagrass synopsis Seagrasses will likely benefit from increased Pc02 because higher DIC 

helps them compensate for light limitation; however, a decrease in protective phenolic com

pounds may offset any benefit due to increased grazing. The net effect of increased OA will 
likely be neutral for seagrasses. 

Microzooplankton 

Microzooplankton (20-200 µm) include heterotrophic protists such as ciliates and non-photo

synthetic dinoflagellates. Typical ciliate genera along the BC coast include Strombidium, Tin

tinnopsis and Strobilidium [ 1.4 IJ while the heterotrophic dinoflagellate species belong chiefly to 

Protoperidinium, which feeds almost exclusively on diatoms [lj::!], and Gyrodinium. In near
shore waters, microzooplankton can be very abundant, depending on the time of year and food 

source (e.g. [+1]). More importantly, fluctuations in microzooplankton populations, tightly 

coupled to phytoplankton, can have a large effect on pelagic ecosystems [H3] and can influ

ence the success or failure of fish recruitment [144]. 

Direct effects There are no studies that test the direct effects of OA on individual microzoo

plankton species. That said, foraminifera are amoeboid protists that form CaCO3 shells and, 
like coccolithophores, are probably at risk from OA (e.g. [HS]). There is also speculation that 

microzooplankton motility might be affected by OA [146], with the closest evidence coming 

from the study of the photosynthetic flagellate Heterosigma that demonstrated an increase in 

swimming speed and an increase in downward migration [$.?]. Large-scale mesocosm manipu
lations and on-board experiments that compare present-day and elevated Pc02 (Table 1) have 

found conflicting results-(i) no shifts in composition or abundance [147-1A9], (ii) almost 
identical succession patterns [150], and (iii) significant increases in heterotrophic dinoflagellate 

abundance [15.L L5Zl, although in the former (i.e. Ll2JJ) an increase in the prey species of dia
toms was likely responsible. 

Microzooplankton synopsis Based on the limited studies for microzooplankton, we expect 

that most species will be unaffected by OA, except through changes to their prey (phytoplank

ton). Direct OA effects will likely have a negative effect on foraminifera through reductions in 

CaCO3 shells. 

Mesozooplankton 

In our region, the zooplank.ton community is strongly dominated by calanoid copepods [ l5.3, 
15.4]. Important species include Neocalanus plumchrus, Acartia longiremis and Pseudocalanus 

spp. [153,154]. In protected regions like the Strait of Georgia (Pig.J) Ca/anus pacificus is also 

important [15.4], while on the outer shelf Ca/anus marshalae is significant [1$3]. Some species 

spend part of their life cycles (tl1at includes egg production) in relatively deep waters,> 300-

500 m (e.g. Neoca/anus plumchrus and Ca/anus pacificus) while others, lil,e Acartia longiremis, 

are always found above ~ 50 m. Zooplankton productivity is variable and appears to be chang

ing over time [15.}], with species composition dependent on temperature [ l 5•1J. Mesozoo

plankton provide the main trophic link connecting phytoplankton and microzooplankton with 

larger oceanic predators [15.5]. They are critical for several commercially-valuable fish species 
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that prey on them directly, such as Pacific Herring, Pacific Hake, Pacific Sardine, various salm
on species, and Spiny Dogfish (Squalus acanthias) [122]. 

Direct effects Only Calanus pacificus has been studied locally so we include experiments on 
copepods found elsewhere from the common genera Acartia and Ca/anus. Although responses 
to acidic conditions can be species-specific, even within genera (e.g. [15_§]), our summary pro
vides a general indication of possible effects on the mesozooplankton community in 
our region. 

Most OA related mesozooplankton research involves eggs and/or survival rates within indi
vidual stages. Egg production rates of adult females appear unaffected by increased Pc02 (even 
under very elevated conditions, Table 1) [l.56-1@], although Pcoz-induced increases or de
creases were observed depending on temperature LHilJ. On the other hand, egg hatching rates 
may decrease with OA [156-J6Q], although increases have also been observed [Hill. However, 
it is possible that hatching is simply delayed and so not observed in short-term experiments 
U.fiQJ. Effects of OA on overall egg hatching success are uncertain. In Puget Sound, WA 

(Eg,_l), egg hatching in Ca/anus pacificus is reduced under elevated Pc02 (Anna McLaskey, 
pers. comm., University of Alaska, Fairbanks AK), whereas egg hatching success in Ca/anus 
helgolandicus (found in the North Atlantic) appears unaffected [162]. For copepod embryos, 
survival rates appear unaffected by OA, while developmental rates may decline (163]. In adult 
copepods, survival rates are not significantly affected even under very elevated experimental 
conditions (except for one species) [l'i2, .liZ 159]. 

Although impacts on individual life stages may not be significantly different from a control 

scenario, the cumulative impacts may be significant. In addition, the studies thus far have been 

relatively short-term, and do not consider the possibility for copepods to respond to environ

mental changes through adaptive evolution [ill]. The lack of detailed information on potential 
effects on zooplankton physiology "currently restricts our ability to reliably predict future im

pacts" (UtJJ. 
Mesozooplankton synopsis For copepod species from the genera Acartia and Ca/anus, 

adult survival rates and egg productions rates appear unaffected by OA, even when 

Pc02 is 'very elevated' (Table 1), whereas egg hatching rates are negatively affected and egg 
hatching success remains uncertain. Cumulative impacts across life stages are unknown. 
Thus, the effects of OA on mesozooplankton will !Llcely be neutral and possibly negative 

(fig~.1.bJ 

Pteropods 

In BC waters only three species of pelagic snail, or pteropod, have been regularly observed 
[164]. Limacina helicina (shelled) is by far the most common of these three, occurring through

out most of the year, generally in the upper 100 m [164] and occasionally forming strong 
blooms (> 1000 m - 3

) which can dominate the plankton (M. Galbraith, pers. comm., Institute 

of Ocean Sciences, Sidney BC). Clione spp. (naked) is also often present, although at signifi

cantly lower numbers. These two species are common in the Strait of Georgia and less so in 
Hecate Strait (Eig~U; they are also found on the outer BC shelf and in the Alaskan Gyre (M. 
Galbraith, pers. comm.). Clio pyramidata (shelled), a subtropical species, is present only epi
sodically along the WCVI (1<5;,J. Pteropods are an important food source for fish (especially ju

venile salmon [l!i@, birds and marine mammals [19:Z, .Hi/l.]. Most pteropods produce 

aragonitic shells [l!s.z] and those that don't (naked pteropods) feed almost exclusively on the 
shelled species, making all pteropods susceptible to OA (164]. 

Direct effects It is difficult to keep pteropods in laboratory conditions (1_64) due to their del

icate feeding structure (167]. Thus, few controlled experiments on live animals have been made 
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until recently, and sample size remains limited. Most of these experiments have been con

ducted on (variants of) L. helicina harvested from Arctic and Antarctic waters (S2 Table). 

Shells of dead pteropods dissolve in waters undersaturated with respect to aragonite, (e.g. 
[ 169, 170]) as expected. Live individuals, which may form protective biological coatings on the 

exterior of their shell [l 7]J and/or actively counteract dissolution [li'Q] also show evidence of 

dissolution when harvested from waters under, or near, saturation with respect to aragonite 

(172-1? 4] (S3 Table). Similarly, live individuals incubated for short periods under the high end 

of present-day Pc02 (0-100 m, f.ig,_:?,) and elevated Pc02 (Tab\t:.J) show reduced calcification 

(e.g. [170, 175]; S2 Tapk). In one experiment the larval state failed to calcify at all [17(5]. 
Despite the negative impacts on shell quality and maintenance, many (and in some cases all, 

e.g. [175)) animals studied survived their respective treatments (e.g. [\?9, lZZ]). However, the 

reduction of shell formation will impact the pteropods' ability to control buoyancy and with

stand predation U!'iZ]. In addition, as Pc02 rises, increased energetic costs associated with 

maintaining their shells are likely, particularly as temperature increases [l.70]. The ability to 

supply energy to perform these (and other) tasks may be suppressed, [ 178] although some 

pteropods are likely to be more resilient than others (e.g. U72], S2Table). 

Pteropod synopsis In summary, there is a clear cause for concern about the future of ptero

pods and the animals that depend on them. Although in the last several decades pteropods 

make up, on average, only about 5% of the average annual zooplankton biomass in BC 

waters (M. Galbraith, pers. comm.), they are an important food source for juvenile Pink 

Salmon [166] and are related to Pink Salmon survival [\80] (see Fish-Indirect effects). Al

ready in our region, where aragonite saturation horizons are frequently shallower than 

100 m [ll, 31, 32], numbers of the most common pteropod have declined significantly [ 164]. 

Molluscs 

Molluscs comprise a diverse group of organisms that includes a variety of shellfish as well as 

predators such as squid and octopus (and pteropods, above). In the northeast Pacific, mussels 

dominate rocky intertidal zones (e.g. Mytilus californianus [ 181]) while oysters (mainly the Pa

cific Oyster, Crassostrea gigas), clams (family Veneridae) and cocldes (family Cardiidae) are 

commonly found on beaches [ 1Ji2]. Geoduck. Clams and scallops live significantly deeper 

( ~ 10-20 m and 15-45 m, respectively) as do squids and octopuses ( ~ 15-140 m, fi_g~3). Shell

fish consume plank.ton through filter-feeding and are able to significantly reduce plankton con

centrations on a local scale (e.g. [L$J]), making them strong indicators of water quality [ 181, 
18..;i]. In turn, shellfish are preyed upon by many animals including sea otters, octopuses, sea

birds and sea stars [18.Ei, 18..?]. 
The annual landed value of molluscs harvested from wild and farmed fisheries in BC is $63 

million Cf.Jg. 4), of which 66% is Geoduck Clam (Panopea abrupta). Other major harvested 

clams are Manila Clam (Venerupis philippinarum), Native Littleneck Clam (Leukoma stami
nea), Butter Clam (Saxidomus gigantea) and Varnish (Savoury) Clam (Nutallia obscurata) 
[1 $8]. The Pacific Oyster was introduced into BC waters in the early 1900s and is used in aqua

culture, while the native Olympia Oyster (Ostrea conchaphila) is no longer harvested [Hl9, 
190] and is listed as Special Concern under the Canadian Species at Risk Act (SARA). There are 

small fisheries for Pink Scallop ( Chlamys rubida) and Spiny Scallop ( Chlamys hastata) [191]; a 

commercially-developed hybrid called "Pacific Scallop" (Patinopecten caurinus x yessoensis) is 
used in aquaculture. There is a small but growing mussel industry, no harvest for Northern Ab

alone (Haliotis kamtschatkana) as it is listed by SARA as Endangered, and minor harvests for 

squid and octopus. 
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Direct effects Shelled molluscs calcify internally and actively increase pH at that site to do 
so, making them directly vulnerable to OA U.2, 12]. Larval shells are particularly vulnerable 
since they are mostly composed of aragonite [192..., 193] and for at least a few species the initial 
deposit is amorphous CaC03 (the least stable form ofCaC03) [12f]. By adulthood, shells are 
composed of aragonite and/or calcite, depending on the species [.192, 193]; e.g., oyster shells 
are mainly calcite [194]. To deal with vulnerability at the larval stage (e.g. [195.)), mollusc aqua
culture in the northeast Pacific relies on hatcheries (often with controlled conditions) to rear 

larvae that are then distributed to growers. 
Experiments to quantify OA effects on shellfish have yielded a range of conclusions [2_9, 

12ft]; however, with the advancement of the field, results are beginning to converge. Kroeker 
et al. (;3JiJ found that OA significantly reduced calcification (by 40%}, growth (by 17%) and de

velopment (by 25%} in molluscs. Another recent review [19-1] found that 37 of 41 studies on 
calcification by molluscs reported significant negative effects following exposure to increased 
CO2 levels. Here we summarise experiments performed on species that are found in the north
east Pacific and elsewhere (e.g. scallops). There have been no studies on Geoduck Clams (de
spite their commercial importance), or on BC scallop species. 

Experiments on fertilisation in Pacific Oyster have produced mixed results. Both sperm 
swimming speed and egg fertilisation success can be unaffected U2tH or decline (12.2, IQQ] 
under elevated Pc02 (Table 1). Within two days offertilisation, Pacific Oyster larvae precipitate 

>90% of their body weight as CaC03, using limited energy reserves in eggs U2]. Early develop
ment (up to 8 h) remains unaffected at elevated Pc02 (201); however, the number of embryos 

reaching the planktonic 'D-veliger' larval stage declines [In-20JJ. Elevated Pc02 increases the 

number oflarvae with shells one day after fertilisation (due to an enhanced metabolic rate), yet 

decreases it three days after [2..CW. Larval survival of Pacific Oysters is unaffected by Pc02 after 
three and 16 days (202,203]. Species that do exhibit a decline in larval survival are Northern 
Abalone [?lli!:] and Bay Scallop (Argopecten irradians) [2..Q~]. 

Metamorphosis from larvae to juveniles is affected differently for different species under ele
vated Pc02. For Olympia Oyster, the proportion of metamorphosing larvae declines [206, 2.02) 
and size at metamorphosis decreases (J_Q§J. Similar results, plus a delay in metamorphosis and 
reduction in survival, are usually seen for Bay Scallop [205, 20lh?.1Q]. However, for Northern 
Abalone from the WCVI the proportion of metamorphosing larvae is unaffected (20-1]. In
creased abnormalities in larvae have been observed under elevated Pc02 in Pacific Oyster 
[122-2..Ql] and Northern Abalone [2JH]. In the latter species, shell abnormalities increased sub
stantially, occurring in 99% oflarvae at Pc02 1800 µatm (204 ]. These abnormalities did not ap
pear to affect survival rates in the laboratory, but in the field the abnormal larvae would be 
more susceptible to predation [204]. 

The size ofD-veliger larvae of Pacific Oyster decreases [122-202, 2UJ and shell growth of 
later larval stages generally declines (19..2, 2QlJ under elevated Pc02 , though not always [12.2, 
2Q}]. Decreases in larvae shell growth also occur in Olympia Oyster [2QZ, 212), Northern Aba

lone (2_Q:4] and Bay Scallop [2m~-21Q]. Molecular analyses show that expression of proteins re
lated to calcification and cytoskeleton production can be severely suppressed under high Pco2 

(211]. For Northern Abalone larvae, settlement (attachment to the experimental container) is 
unaffected by Pc02 [2Q.1:]. Additional effects on other larvae include decreased 0 2 consumption 
and feeding rates (20_'.?.], and reduced lipid content [2.02, .'.UQJ. 

Shell growth and calcification of juvenile and adult molluscs under OA remains uncertain 

due to limited studies with contrasting results. Pacific Oyster juveniles exhibit increased expan

sion of shell area (but not thickness) under reduced pH, despite declines in 0 2 consumption 

and feeding rates oflarvae (20JJ. In juvenile Bay Scallops, elevated Pco2 (J),llk-1) does not af
fect shell and tissue growth but does reduce survival [;?Jl2.]. Declines in calcification rates have 
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been observed for Pacific Oyster juveniles and adults under elevated Pc02 [21:3] and for adult 

Zhikong Scallops ( Chlamys farreri) under reduced pH [2.14]. 
The byssal threads that mussels use to attach themselves to rocks or vertical lines in aquacul

ture must be robust so that they do not drop off or get ripped off. The threads of the common 

mussel (Mytilus trossulus) have been shown to weaken under elevated Pc02 [:21$], although 

they may be more sensitive to temperature during during short-term fluctuations typical of 

local inlets (L. Newcomb, University of Washington, Seattle pers. comm.). 

Metabolic rates of juveniles and adults appear to be generally unaffected by OA alone [210-
218]. Also unaffected, at least in juvenile King Scallops, are clearance rates, growth rates, the 

ratio RNA:DNA (suggesting no effect on growth potential) [2J7], and various measures related 

to 'clapping' (rapid closing used for locomotion) by adults-frequency, recovery time between 

claps and clapping fatigue [:2JR]. The latter study, however, did find a reduction in the force ex

erted by the clapping under elevated P coz, which could reduce the scallops' ability to 

escape predators. 

As above, the larval stage is vulnerable to OA. South of BC, at a hatchery for Pacific Oyster 

in Oregon (USA), carbonate levels experience large fluctuations due to strong coastal upwelling 

[ l $12]. Negative correlations were found between the aragonite saturation state (Qarag of water 

in which larvae were spawned and reared, and the resulting larval production and mid-stage 

growth [J9~l- In the laboratory, the shell growth rate of juvenile Olympia Oysters depends on 

pH exposure at the larval stage but not at the juvenile stage [21;2]. To test such carry-over ef

fects in a natural system, Olympia Oyster larvae were reared under different Pc02 levels, then 

transferred to field sites after metamorphosis [206]. Juvenile survival was not significantly dif

ferent between the two larval treatments, but the elevated-Pc02 larvae yielded smaller juveniles, 

suggesting that they suffer irreversible damage (e.g. energy deficit, abnormality, inability for 

compensatory growth) [206]. 
Indirect effects Changes in species composition can be expected under OA. Few studies ex

plore these changes for molluscs, however it has been shown that Eastern Oyster larvae ( Cras
sostrea virginica) have higher survival rates than Bay Scallops under elevated Pc02, which is the 

opposite of the present-day Pc02 result (and in the absence of brown tides-in this study 

caused by a temperate phytoplankton species not found in the northeast Pacific) [21()]. Thus, 

scallops may be affected by OA more than oysters. Scallops are also sensitive to other anthro

pogenic stressors, such as eutrophication [2 ! 9], while the impact of these conditions on oysters 

and other shellfish was not investigated. 

OA may increase the vulnerability of shelled molluscs to predation by thinning their protec

tive shells and may also cause food web shifts. For example, Boring Sponges ( Cliona celata) can 

bore twice the number of holes in Bay Scallop shells, and remove twice the weight of shell, at 

pH 7.8 compared to pH 8.1, despite taking longer to attach themselves to the shells [22n]. Neg

ative impacts on molluscs could also have large unintended consequences for other species 

[22J]. Shell production and aggregation provide refuge for other organisms such as sponges 

and crabs, and introduce complexity and heterogeneity into benthic environments, with het

erogeneity being important for maintaining species richness [221]. Thus, the direct effects of 

OA on molluscs may have detrimental effects at the ecosystem level. 

Squid and octopus In BC, there are at least 30 species of squid and eight species of octopus 

[222], none of which have been studied for OA effects. Common species in BC waters are Opal 

Squid (Loligo opalescens) and Northern Giant Pacific Octopus (Enteroctopus dojleini). Similar 

to the otolitl1s of fish (see below), squids have internal calcified structures called statoliths used 

for sensing gravity and movement (223]. Under elevated Pc02 statoliths in embryos of the Eu

ropean Squid, Loligo vulgaris, are significantly larger than those formed under present-day 

Pc02 (224]. At higher Pc02 (still in the elevated range-IAbkJ), Kaplan et al. [22:,i] observed 
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reduced surface area, malformation, and abnormal crystalline structure in statoliths of Atlantic 
Longtin Squid, Doryteuthis pealeii. Aside from calcification, elevated Pc02 also leads to in
creased heavy metal retention in the protective eggshells and changes to the bioaccumulation 
of silver, mercury and cobalt in larval tissue (224]. Additionally, elevated Pc02 depresses meta
bolic rates in pelagic squids (e.g. (22.§J). The ultimate effect on fitness is not known. 

Mollusc synopsis We conclude that the effects of OA on shelled molluscs will be negative 
based on available studies on oysters, scallops, abalone and mussels (E\g,_4). These negative ef
fects occur at various life-history stages, and go beyond direct effects on calcification oflarvae, 
e.g. reduced oxygen consumption and feeding rates oflarvae and delayed behavioural re
sponses of adults. It is generally anticipated that effects on larval survival rate and reproduction 
rate will directly influence population size, population distribution and community structure 
[J27]. No experiments were found on local clam species (including geoducks) but given the re
sults on other molluscs (;l..2] we anticipate that they will also be negatively affected by OA, 
while effects on squid and octopus remain uncertain (Fig. 4). 

Sponges and Coldwater Corals 

Sponge reefs are globally unique to the northeast Pacific coast [228-230] and all four groups of 
cold-water corals: octocorals, stylasterids, stony and black corals, are present in the region. 
They occur where productivity and water flow are high (e.g. they are especially dense on sea
mounts and the heads of canyons, fig,_l) and from the surface to deptl1s >2000 m (2ll]. How

ever, due in part to the depth range, very few benthic habitat mapping data exist along the BC 

coast (e.g. (232], Kim Conway, pers. comm., Pacific Geoscience Centre, Sidney, BC) and so we 
have used these data and the expertise of others to provide our own general description 

(below). Sponges and cold-water corals form important habitat for many marine organisms in
cluding species of fish that are commercially important (e.g. ilie rockfish Pacific Ocean Perch) 
in our region (233-236]. 

The coral and sponge contribution to the beniliic fauna in BC appears to be patchy but di
verse, based on: DFO trawl survey and observer records [i;i..z], comparison with neighbouring 
regions (e.g. [238, 239]), isolated studies (e.g. [n2, £35]), anecdotal evidence (Lynne Yama
naka, pers. comm., Pacific Biological Station, Nanaimo, BC), and modelling work (e.g. [24Q]). 

This collection is likely dominated by siliceous sponges, and isolated stands of flexible corals 
wiili partly organic skeletons ( octocorals ), more specifically members of the diverse group 
Alcyonacea (e.g. large tree form coral) and pennatulaceans (sea pens and whips). Alcyonacea 
and solitary glass sponges occur on bedrock, mainly deeper than ~ 200 m, while pennatula
ceans and glass sponge reefs grow on flat sediment, generally shallower than ~ 200 m [2·4J.l. 

Stylasterids (e.g. [2:t2]) and stony corals (Scleractinia) also occur (2;17, ;HJ], but primarily in 

small, solitary patches. The reef-forming scleractinian Lophelia pertusa has been found [244], 

but is rare, possibly influenced by ilie already low aragonite saturation states in iliis region 

(245]. Black corals, which do not calcify and are made of organic proteins, are also present 

below 500 m [212]. 
Direct effects OA studies have focused on stony corals, primarily Lophelia pertusa, which is 

entirely aragonitic. They show an increased energetic cost for calcification in L. pertusa wiili 
decreasing pH (and Qarag [246, 247] (S2 Table); however, L. pertusa may adapt to moderate de

creases in pH given sufficient time [248] (S2 Table). The holdfasts and some parts of the struc

ture of many octocorals are also made of aragonite (249]. Similarly, some stylasterids 

precipitate aragonite as well as calcite (25-0]. However, neither octocorals nor stylasterids have 
been studied with respect to OA to date. Likewise, iliere are no OA studies specific to 

glass sponges. 
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Sponge and coral synopsis The OA response of the cold-water corals most common in our 
region ( octocorals) has not yet been studied. While the skeletons of these corals are partly or

ganic, they also calcify and so may be affected by OA at some level (fig,.4t\). There are no OA 

studies on glass sponges to date. Loss of coral and sponge habitat would have a negative impact 

on many fish species, particularly juvenile rockfish [233-2.;\$]. 

Echinoderms 

Echinoderms form a marine set of invertebrate animals with ~ 7000 known species worldwide 

[:?.SJ] and 217 species recorded in BC [252], half of which occur exclusively at depths > 200 m 
[25;3]. The echinoderms comprise five classes: (i) echinoids (sea urchins and sand dollars), (ii) 

asteroids (sea stars), (iii) holothuroids (sea cucumbers), (iv) crinoids (sea lilies and feather 

stars), and (v) ophiuroids (brittle stars). A few are considered to be "keystone" species, such as 

the Purple Sea Star (Pisaster ochraceus) [254, 255], which is common along the BC coast. Echi

noderms modify ecosystems (e.g. by mixing and transforming sediments, grazing kelp forests, 
preying on mussel beds) and provide food for carnivorous fish, shellfish, and marine mammals 

(e.g. sea otters prey heavily on sea urchins and sea cucumbers). In addition, sea stars and sea ur

chins act as important grazers in the sub-littoral zone [256]. 

Direct effects Green and Red Sea Urchins (Strongylocentrotus droebachiensis and S. francis
canus, respectively) harvested in BC generate significant income (Fig,.41\). Clark et al. [25Z] 
found that larval growth and skeletal calcification were reduced at lower pH levels for select 

species (see S2 T,\ble) ranging from the tropics to the poles; no changes in skeletal morphology 

occurred. Studies on shell thickness are confounded by effects of diet and experiment length 

[ J25, 2SS], but urchins have higher growth rates when fed on calcifying algae and may derive 

some portion of essential elements (e.g. calcium, magnesium) from the algae [JS.fl]. Therefore, 

sea urchins may suffer as the proportion of calcifying macroalgae in their diet declines due to 

direct OA effects on these algae (see Mac_roalgae section above). In long-term studies, sea ur
chins have shown an ability to adapt to elevated Pc02 (Table 1); however, in the transition to 

new OA conditions, species may suffer from life-cycle carry-over effects. For instance, Dupont 

et al. [259] demonstrated that under elevated Pc02 females acclimated for four months experi
enced a 4.5 decrease in fecundity and produced offspring that suffered 95% juvenile mortality; 

however, these effects disappeared after acclimitisation for 16 months (S2 T<1Rk). OA may also 
influence reproduction in echinoderms. For example, as Pc02 increases under OA, higher 

sperm concentrations are necessary to achieve high fertilisation success in the sea urchin 

S. franciscanus, and the egg's mechanism for blocking fertilisation by multiple sperm cells 

becomes slower [260]. 
A number of studies have used genetic markers to infer the possible physiological effects of 

OA in sea urchins (see S2Iahk). O'Donnell et al. [:?J,J] measured the change in expression of 

a molecular helper-protein in S. franciscanus and suggested that the ability to handle tempera

ture stress would be reduced under OA. Todgham and Hofmann [262] measured changes in 

~ 1000 genes of the sea star S. purpuratus and found reduced expression under elevated P coi 
in four categories-biomineralisation, cellular stress response, metabolism, and apoptosis (cell 
death). Also for this species, elevated Pc02 triggered changes in 40 functional classes of pro

teins, affecting biomineralisation, lipid metabolism, and ion homeostasis [2§3]. 

Giant Red Sea Cucumber (Parastichopus californicus) harvest also provides significant in

come in BC (sea cucumbers, Fig.AA) but there are no studies on OA effects for this species. 

Elsewhere, a single study found that sperm motility of a reef-dwelling sea cucumber species 

(Holothuria sp.) was impaired at pH values <7.7 [2§1]. Elevated Pc02 and temperatures have 
been shown to have positive and additive effects on the relative growth of the keystone sea star 

PLOS ONE \ 001:10.1371/journal.pone.0117533 February 11, 2015 20/46 



·.~·PLOS I ONE .. Effect of Ocean Acidification on Coastal Northeast Pacific Ecosystems 

Pisaster ochraceus [26..5.]. Under increased Pc02, calcification is reduced [2§5.]; however, growth 
rate remains unchanged as the endoskeleton is primarily composed of soft tissue with relatively 
small calcareous elements for rigidity and protection. Brittle stars (ophiuroids) are commonly 
found in the region, but the effects of OA have only been studied in species found elsewhere. In 

the eastern Atlantic Ocean, keystone brittle star Ophiothrix fragilis was found to be especially 

sensitive to small changes in pH [~§J, with 100% mortality oflarvae at pH 7.9 vs. 30% mortali

ty in the control (pH= 8.1). Finally, while Dupont et al. [2.5.1] found that echinoderms studied 

to date are relatively robust to OA effects, they conclude that the overall impact of OA on this 

group will be negative and suggest that associated ecosystem impacts may be more severe. 
Indirect effects Declines in some echinoderms may affect the predators that depend on 

them, but ecosystem effects remain unknown. For example, on our coast, various nearshore 

rockfish and numerous flatfish prey on ophiuroids [2_6-.Z], although they only form an impor

tant component of the diet for China Rockfish (Sebastes nebulosus ), Flathead Sole (Hippoglos
soides elassodon), and Southern Rock Sole (Lepidopsetta bilineatus) [2{i2]. Additionally, the 

deep-water rockfish Longspine Thornyhead (Sebastolobus altivelis) relies on brittle stars for a 

large proportion of its food [268]. In the eastern Atlantic, the inevitable decline in pH may lead 
to the disappearance of the keystone brittle star 0. fragilis; the impact on the ecosystem is not 

really known [2..<m]. 
Echinoderm synopsis Although many echinoderms have not been studied, the existing evi

dence indicates significant negative effects due to OA, especially at early life stages. Thus, we 

suggest that this group will be affected negatively CBg,..:lA). Of more concern are the anticipat

ed negative impacts on ecosystems, e.g. declines in the population of a keystone species like the 

Purple Sea Star would have wide-ranging effects on the food web. 

Crustaceans 

Marine crustaceans are represented in BC by copepods [2.1;i_2], krill (euphausiids) [39], barna

cles [2J_Q], shrimps, prawns and crabs [271]. Copepods (see M~sozQ.Qpl~nkton) and krill form a 

substantial biomass in the oceans and provide an important source of food for upper trophic 
levels in temperate marine foodwebs and act as Ltnportant grazers (e.g., [.ll_l]). Crabs are found 
in the upper 50 m, v,hile adult prawns (Panda/us platyceros) and adult shrimp (mainly Smooth 

Pink-Pandalus jordani and Sidestripe-Pandalopsis dispar) are deeper ( ~ 100 m and 120 m, 
respectively: E.ig~J). Krill, primarily Euphausia pacifica, perform strong diel vertical migration 

from the surface to depths exceeding 100 m. Krill is harvested on a limited basis in the Strait of 

Georgia and various inlets [J2]. Prawns and shrimps, which are farmed extensively in other 
parts of the world, are only harvested from the wild in BC; the prawn fishery is substantial 

( ~ $40 million, fig, __ 4) [3-.4J. The crab fishery in BC is also valuable ( ~ $33 million) [Ji. 7,2.;?], 

with Dungeness Crab ( Cancer magister) being the most important commercial species. 

Direct effects Crustacean exoskeletons, composed of chitin and CaC03 [274], are generally 

considered to be unaffected by OA. In fact, evidence suggests that this protective covering actu

ally serves as a buffer to the corrosive nature of OA, and some crustaceans can use the increased 

DIC in seawater to fortify their shells through calcification [2Z5J. This enhancement of the 
shell contrasts with shell dissolution in molluscs (see Molluscs Section), and is likely due to 

some crustaceans (crabs, lobsters) having an efficient proton-regulating mechanism [275]. De

spite the advantage oflocalised pH-regulation, the calcification response appears to depend on 

a variety of additional factors: external organic coatings, skeletal mineralisation composition 

(e.g. magnesium content in calcite), and the degree to which amorphous CaC03 (precursor to 

calcite/aragonite shells) is utilised [275-277]. 
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Crustacean species' ability to deal with increasing OA also depends on life-history strategies 
and habitat [i-7ll.]. Active species or those in highly fluctuating environments (e.g. intertidal or 

estuarine) tend to utilise the oxygen-transporting protein haemocyanin, which also confers ad

ditional buffering capacity against high H+ concentrations. Sedentary species or those in stable 

environments (e.g. deep-sea or polar) tend to have less haemocyanin and consequently less 

buffering capacity. The latter group relies more on HCO; buffering and is probably more sen

sitive to OA.[27SJ 
Recent studies on Alaskan King Crab (AKC, Paralithodes camtschaticus) and Tanner Crab 

(TC, Chionoecetes bairdi) in Alaskan waters highlight the vulnerability of the early life stages to 

OA [i-79, 28QJ. For AKC embryos and larvae, OA produces larger embryos (but not larger 
mass), smaller egg yolks, higher developmental rates, and higher calcium content [280]. In ju

veniles of both species, increased mortality occurs with elevated Pc02 (Table _1), with 100% 

mortality in their most extreme treatment (S.i.Is1bl~) [2Z9]. Differences between the two Alas

kan crabs (decreased condition index in AKC but not TC and decreased calcium content in TC 
but not AKC) suggest that AKC puts more energy into osmoregulation and calcification than 

does TC [279]. Additionally, there is some preliminary evidence that adult AKC females fail to 

moult [2~Q]. 
Initial studies are underway on the dominant local species of krill, Euphausia pacifica. A re

cent study in Puget Sound, WA (Eig.J ), found that elevated Pc02 slowed the development of 
hatched nauplii to the first feeding stage (Anna McLaskey, pers. comm., University of Alaska, 
Fairbanks AK). Also, under higher Pco2 the Antarctic krill species, Euphausia superba, experi

ences ingestion rates 3.5 times higher than those under present-day conditions, and consistent

ly higher metabolic rates [28.J]. 
For the cold-water barnacle, Semibalanus balanoides (common in BC), experimental treat

ments at elevated CO2 (S2 Table) reduced adult survival and slowed embryonic development, 

which delayed the time of hatching by 19 days [2fl.2]. The cold-water shrimp, Panda/us borea/is 
(common and commercially important in BC), also exhibited delayed juvenile development at 

reduced pH [2/l3]. Other studies find no such delays [284-28tS], though significant effects have 

been observed when temperature and Pc02 interact [285]. The ability to tolerate OA also de

pends in part on prior exposure to habitats that experience highly fluctuating Pc02 [287]. 

Indirect effects Slow embryonic development [282] could potentially cause a timing mis

match between larval release and prey availability related to the spring phytoplankton bloom 

[2\IB]. Potentially slower growth and lower fitness in juveniles and young adults may reduce 
egg production by females over their lifetime [279]. Despite the stability of adult exoskeletons, 

the post-moult calcification stage in crustaceans may be delayed significantly under elevated 

Pc02 [27.:Sl, which may increase mortality due to predation on this defenseless life stage (e.g. 
[289]). Additionally, Kunkel et al. [220] hypothesise that OA may degrade the thin outer layer 
of calcite, which helps protect decapods from microbial attack. Finally, stock assessment mod

els that incorporate reduced recruitment survival as a function of OA suggest that there can be 

a substantial socio-economic cost that is currently not recognised by decision makers [Z9J]. 
Crustacean synopsis Generally, the crustaceans are expected to be sensitive to OA effects at 

early life cycle stages, while available studies suggest mixed results for adults. However, many 

local species, such as prawns, have not been studied (Fig. 4A). There is evidence that develop

mental anomalies in embryos and larvae occur at reduced pH, which may affect tl1e fitness of 
juveniles and adults; however, the effects are species-specific and phenotypic adaptation is not 

known. Additionally, changes in growth rate and calcification may increase the susceptibility 

to predation, and delays in development may decouple life cycle timing between larval release 

and optimal foraging conditions. 
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Fish 
In BC coastal waters, there are over 300 species of marine fish [292,293]. The taxonomic 
groups represented in BC include jawless fish (e.g. hagfish (270-1010 m)), cartilaginous fish (e. 
g. ratfish (50-380 m), dogfish (50-430 m), sharks (90-1020 m), skates (50-860 m)), and bony 
fish. The latter group includes important contributors to BC fisheries-Pacific Herring (Clupea 
pallasi, 5-170 m), salmon (five species of Oncorhynchus, mostly in the surface 50 m but some 

species deeper than 100 m), Pacific Hake (Merluccius productus, 80-700 m), Pacific Cod 
(Gadus macrocephalus, 50-300 m), Walleye Pollock (Theragra chalcogramma, 50-300 m), 
rockfish (at least 36 species of Sebastes (70-470 m) and two species of Sebastolobus (160-1010 
m)), Sablefish (Anoplopomafimbria, 70-970 m), Lingcod (Ophiodon elongatus, 50-310 m), 
Arrowtooth Flounder (Atheresthes stomias, 60-600 m), soles and flounders ( ~ 18 species, 50-
860 m), and Pacific Halibut (Hippoglossus stenolepis, 50-490 m). Depth distributions for valu

able BC fisheries (Fig.:!.) appear in F.ig,_J Marine fish species are economically important 
(GDP of capture fisheries, aquaculture, and sport fishing in BC was over $340 million in 2011 
[29]) and ecologically valuable because of their roles providing food sources to higher trophic 
levels (e.g. birds and mammals) and cycling nutrients to other ecosystems (e.g. salmon provid
ing nutrients to coastal terrestrial ecosystems [2.2.,4]). 

Direct Effects In general, we expect that adult fish will be tolerant of OA because they can 
control ion concentrations through evolved regulatory mechanisms [2-2.2., 2.9_Q]. In particular, 
active fish exhibit transient elevated metabolic rates and highly variable extracellular CO2 and 
proton concentrations. Acid-base imbalances are regulated by specialised gill epithelia, which 

compensate for pH disturbances caused by exposure to increased environmental Pc02 [2_2_g]. 
Although some studies suggest that aerobic performance of tropical fishes may decline under 
elevated Pc02 [297] (Table 1), detrimental effects were not found in a temperate species, Atlan

tic Cod, under elevated Pc02 (e.g. [2-2.;m. 
The effects oflake acidification on diadromous fish (those migrating between marine and 

fresh water) are well known, but using these observations to suggest OA effects is potentially 

misleading due to (i) large physiochemical differences between fresh and acidified marine wa
ters and (ii) high physiological variability between diadromous and marine species [298_, 2.22]. 
Also, fluctuations in in [H+] seen in lake acidification are orders of magnitude greater than 
those in the ocean [2-2Jn. 

As with the invertebrates, OA effects in fish are expected to occur during the vulnerable de
velopmental stage, and these effects appear to be species specific. The acid-base regulatory 
mechanisms of the larval stage remain rudimentary until gills have formed and respiration 
switches from cutaneous to branchial [30Q]. Developmental responses are thought to be more 
the result of CO2 toxicity rather than through pH acting alone [30(, J.Q,2]. 

There are limited OA studies on fish species that occur in our region. Hurst et al. [JQ;l] 
showed that the effects of OA on the growth of Walleye Pollock larvae were minor and varied 

greatly within treatments (S2 T<t.bk, Eig.,.1). Slightly higher growth rates in elevated Pc02 condi

tions (I@hl) proved non-significant. Other studies on Atlantic temperate fish species (cod 
and herring), closely related to those in BC waters, found no significant effects on sperm motil
ity, embryogenesis, egg survival, or the development of skeletal, heart, and lung tissue [300, 
104, 305]. Despite these benign effects, researchers have found some developmental anomalies. 
Franke and Clemmesen [305] showed an inverse relationship for Atlantic Herring between 

Pcoz and the ratio RNA/DNA at hatching, potentially reducing protein biosynthesis and 

growth. Fromme! et al. [300] found significant tissue damage in liver, pancreas, kidney, eye, 

and gut of Atlantic Cod larvae under elevated Pc02 Baumann et al. [306] demonstrated that in
creasing Pco2 caused a 74% reduction in survival and an 18% reduction in length of embryos 
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of a ubiquitous estuarine fish called Inland Silverside (Menidia beryllina). Any significant de

velopmental effect could alter the abundance and diversity of marine fish populations. 

Otoliths (ear bones) are aragonite-based structures that fish use to sense acceleration and 

orientation. In some species, otoliths grow larger when larval fish are exposed to elevated P coz 
(e.g. White Sea Bass, a species found in BC waters [1QJ]; Atlantic Cod [:lQ~J and tropical clown

fish [1Q2J). Under elevated Pc02 pH is regulated in the endolymph sac surrounding the otolith 

resulting in increased CaCO3 precipitation and enhanced otolith growth for those species 

[;\9_9-]. An increase in otolith size may enhance hearing range [:llQJ, which might help or harm 

fish depending on sensitivity to important auditory cues or disruptive background noise [ 3 .l O]. 
Behavioural responses have recently been documented at elevated P coz for larvae of tropical 

reef fish. In particular, behaviour to olfactory, auditory, and visual cues changes when larvae 

are selecting habitats and responding to predators [3 lJ-315]. Additionally, elevated Pc02 re

duces learning abilities related to predator avoidance [3J (i] and changes the propensity of larval 

reef fish to turn left or right (lateralisation) [317]. These behavioural changes can expose larval 

fish to increased mortality risk, which has impmtant fitness consequences [3 l]_, 318]. Given 

possible behavioural effects on predators as well as prey under elevated Pc02 community-level 

responses are difficult to predict [318, :u.2.]. 
Relatively few studies have investigated behavioural changes to OA in temperate species 

(three exceptions being [320-32-2]), and none have examined commercially important species 

in BC waters. The larvae of Threespine Stickleback ( Gasterosteus acu/eatus ), a species found in 

marine and fresh water on the BC coast, exhibit behavioural disturbances (e.g. reduction in 

boldness and curiosity), compromised learning abilities, and declines in lateralisation when 

reared in elevated Pc02 [320]. These responses are surprising given the physiological plasticity 

of this species, which is expected to confer enhanced acclimatisation abilities to environmental 

challenges. These results suggest that sensitivity to OA is not limited to species occupying nar

row ecological niches, such as tropical reef fish [320]. 

Elevated Pcoz can disrupt the functioning ofGABAA (y-Aminobutyric acid) receptors, the 

main inhibitory neurotransmitter receptors in the fish brain (323]. Normally, the opening of 

these receptors results in an inflow of Cl- and HCO:~ ions over the neuronal membrane, lead

ing to inhibition of the neuron. When concentrations of intracellular Cl- and HCO:; are altered 

(e.g, when fish with strong acid-base regulatory systems are exposed to higher environmental 

Pc02, the flow of ions can be reversed, resulting in neuronal excitation instead of inhibition. 

Such changes have been associated with dramatic shifts in behaviour and sensory preferences 

in larval tropical reef fish [3iJJ, but the effects on temperate species are unknown. Although 

these receptors are shared by many, if not most fish, the resulting behavioural responses will 

likely vary due to species-specific differences in acid-base regulatory systems [3iJJ. 
Indirect effects Fish will likely be affected indirectly by OA through food-web interactions. 

Off the southern WCVI, the pelagic system is dominated by Pacific Hake, Pacific Herring, 

Spiny Dogfish, and Chinook Salmon ( Oncorhynchus tshawytscha ), all largely dependent on 

krill production in the region [32AJ. This area has also been described as a "toxic hot spot" due 

to consistently high levels of Pseudo-nitzschia species and the presence of domoic acid [3:2jJ 

These neurotoxins are transferred to higher trophic levels [52.], and as P CO2 increases under 

OA the toxicity of these blooms may also increase [93]. 

Many fish species of the north Pacific Ocean prey on shelled pteropods (e.g. cod, pollock, 

mackerel) and a decline in pteropod abundances may lead to a shift in diet toward greater pre

dation on juvenile fish such as salmon [326]. Pteropods (see PJ:ernpqds-Indirect effects) are 

also an important food source for Pink Salmon in the first year of marine life (l(ifiJ. Because 

pteropods often exhibit swarming behaviour, foraging costs are relatively low for Pink Salmon 
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feeding on patches [ 1.66, 180], possibly enhancing growth in early marine life and increasing 
adult biomass (327]. Reductions in pteropod densities may therefore have significant impacts 
on Pink Salmon biomass (Fig,.4A). 

Trophodynamic modelling can suggest possible impacts of OA on fish populations. One 

study [JZJi] explored various scenarios under OA, one of which assumes a significant mortality 
on benthic shelled invertebrates (e.g. bivalves, corals, sea urchins, sea stars) that leads to a bio

mass reduction for fish that feed on these species. While both English Sole (Parophrys vetulus) 
and small demersal sharks (e.g. Spiny Dogfish) rely on these invertebrates for only 10% of their 

diet in the model, English Sole experiences a much bigger decline due to a lack of alternative 
prey items. Another OA scenario in [~JH adds an additional mortality on large zooplankton 
and small phytoplankton, which leads to a large increase in microzooplankton, detritus, and 

bacteria. In this scenario, the model predicts various higher-order interactions: a reduction of 

Lingcod due to a decline in macrozooplanktonic prey; an increase in Canary Rockfish (Sebastes 
pinniger) due to an increase in sea urchins and shrimps; and the increase of nearshore rocldish 

due to a decline in one of its predators, Lingcod. While there are many possible outcomes using 

such modelling tools, they do highlight how effects from OA on any single biological compo
nent can affect the entire trophic web. 

Fish synopsis In general, we expect that adult fish will be tolerant of OA because of their 

ability to control internal ion concentrations. However, OA may affect fish during vulnerable 

developmental stages, though evidence for these effects is weak for species in BC. Perhaps 

more importantly, behavioural responses to OA have been widely documented in tropical reef 

fish, resulting in reduced survival. Similar effects may occur in temperate species, though stud

ies in this area are limited. OA-induced reductions in availability of some prey species may re

duce fish growth and survival, though these effects may be tempered by prey-switching. 

Possible increases in HABs would have a negative impact on farmed fish and shellfish; wild fish 

might increasingly suffer the effects ofbiotoxin accumulation. 

Maiine mammals 

British Columbia is host to a large and diverse group of marine mammals ( ~ 30 species [J22.D, 
many of which have experienced dramatic population increases over the last century when 

hunting and culling practices were discontinued (e.g. on Grey Whales (Eschrichtius robustus) 
and Harbour Seals (Phoca vitulina), respectively) (330]. In addition to their role as top predator 
in the marine food web and their contribution to ecotourism, these mammals are iconic sym

bols of the region. Thus, they are valuable, but their value is difficult to assess (e.g. (331 ]). 

In general, marine mammals cover an appreciable geographic range and many are able to 
dive to remarkable depths (,3.12.]. Their physiology is adapted to high pressures and they have 

an exceptional capacity for 0 2 LU2]. Because they breathe at the surface, they are not suscepti

ble to acidosis in the way that many other complex marine organisms will be as carbon levels 

increase (e.g. (302]). Therefore, direct impacts ofOA on marine mammals are not expected, 

and have not been investigated (Fig. ,1A). Indirect food web impacts are anticipated, e.g. force

taceans that rely heavily on cephalopods or zooplankton such as pteropods [333]. In addition, 

underwater sound absorption at low frequencies (relevant for marine mammals) will decrease 

with OA (334]. However, this decrease is projected to be small (less than 0.2 dB) over the next 

few centuries and negligible in the context of the current noise associated with shipping (335]. 

Marine mammal synopsis Marine mammals will likely be affected by OA indirectly 

through food web changes, however direct impacts are not anticipated. While noise levels will 

increase with OA, this increase will not be large enough over the next few centuries to affect an

imals that rely on underwater sound. 
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Discussion 

We have described the marine ecosystem in the temperate coastal northeast Pacific region at 
present, and then its response to OA. However, the available information is limited. For some 
organisms, no OA studies exist (e.g. Geoduck Clam, rockfish, SlTahk). In general there are 
more studies, with respect to distributions and OA impacts, on species that are easier to ob
serve, are of commercial value (e.g. oysters, SJ Tab\£:) or that threaten human health (e.g. harm
ful algae, S1 Table). The results of studies like these are often adopted when similar research on 
native organisms is not available (as we have done), limiting the ability to predict responses 
with confidence. Furthermore, OA is only one aspect of climate change and predicting shifts in 
marine ecosystems, and the degree to which they are caused by natural or anthropogenic forc
ing, is a highly complex problem. In the following, we discuss these and other issues that influ
ence our evaluation. 

Caveats The number of studies related to OA is growing rapidly (e.g. SJT?bk). While ex
periments in these studies are highly valuable, translating their results into changes in the real 
world is challenging. For example, wild populations of marine organisms will adapt (both 

physiologically in a single lifespan and genetically over multiple generations) to their changing 
environment, which is difficult or impossible to capture in vitro. However, using temperature
dependent adaptation as a guide, Kelly and Hofmann [33(:i] caution that the ability to adapt to 
changing pH may be limited. 

In addition, food-web interactions and responses to OA are extremely difficult to predict, 
but will influence marine populations and could tip the balance from an overall negative im
pact to a positive one for a given species if a key predator is removed. Ecosystem effects result
ing from OA have previously been identified as a key knowledge gap [337]. Furthermore, 
different life stages, particularly the juvenile stage (e.g. echinoderms), often display increased 

susceptibility to OA, but the impact of exposure of one life stage to low pH conditions on the 
subsequent life stages has only rarely been studied (but see [2Q(i, ;2,12]). Similarly, even in or
ganisms that have been comparatively well studied, not all life stages have been considered and 
certainly not within the context of the variability in natural conditions (fig. 2.). 

Manipulated experiments generally consider present-day atmospheric conditions 
( ~ 360-400 µatm) to be the control Pc02 level and all treatments above that to be 'elevated'. 
Meanwhile Pc02 varies significantly with depth, and is naturally high in the north Pacific [1BJ. 
We quantify 'elevated' based on the local Pc02 levels at the depths of the organisms in question 
(T,tbl~J). The combined effect of coastal upwelling, and local remineralisation of high produc
tion [;2Z], results in exceptionally high (and variable) subsurface Pc02 on the outer BC shelf 
(fig,.2). In local and connected inshore waters subsurface Pc02 is also high (unpublished data, 
DI; [6, _3t]). Thus, many marine organisms in our region are currently experiencing conditions 
that are viewed as 'elevated' in the literature CFig, 2; s:n:ablc). In addition, laboratory treat

ments often specify environmental conditions (e.g. temperature, Pc02) that do not occur in na
ture and are unlikely to occur, at least loca_lly (e.g. [31 ]). Exposure time may also limit the 
interpretation of results, as there are distinct differences between treatments that are 'shocked' 
and those that are allowed to acclimate (e.g. [$?, 248]). 

Finally, defining the carbon state in seawater is not trivial [ J Q] and requires that at least two 
of the four carbon parameters (DIC, TA, P coz, pH) be measured. The quality of the measure
ments and manipulation in tl1e laboratory work cited here is variable. While the high degree of 

accuracy and precision required by chemical oceanographers f ),QJ is in general not necessary to 
obtain insight from biological manipulation experiments, the equations that define the carbon 
system lead to compounding errors when calculating one of the unknowns. Thus, a moderate 
uncertainty in Pc02 may translate to an estimated pH that has little, or no meaning. We urge 
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the reader to consult S2 . .Table where all available detail for each experiment cited has 
been summarised. 

Climate change-the whole picture The ocean has absorbed a significant portion of the 
anthropogenically produced carbon [2] and that has caused on average a 30% change in surface 
ocean acidity [S.]. However the annual variability in surface Pc02 and pH in dynamic regions 
like the BC [Z.4] and WA (31] coasts is generally more than two orders of magnitude greater 
than the annual atmospheric increase in CO2• In other words, we expect the OA trend to be 

present, but overlaid is a signal with large amplitude. 
Climate change may alter this dynamic natural cycle so that negative impacts associated 

with high acidity are experienced earlier in the coastal northeast Pacific than elsewhere, regard
less of OA. There are critical times during the year when carbon conditions (particularly in the 

upper mixed layer; 20-30 m on the outer coast; ~ 10 m or less in protected waterways) change 
dramatically. For example, the spring bloom in the Strait of Georgia causes a large and rapid in

crease in surface pH (Ben Moore Maley pers. comm., University of British Columbia, Vancou
ver BC) and the timing of this event varies significantly from year to year (338]. On the outer 
shelf, the onset of summer upwelling brings lower pH water over the continental shelf and de
creases pH (on average) throughout the entire water column. Climate change may alter the 
strength, timing (339-111], or even the variability in the timing, of such events. Thus, the influ
ence of climate change on weather may play a critical role, that will only be exacerbated as 

OA progresses. 
In addition to changing weather, sea surface temperatures are expected to increase and sub

surface 0 2 is expected to decrease (leading to increased occurrence of hypoxia) with climate 

change, concurrent with OA. Temperature has a large effect on marine organisms because me
tabolism increases as the ocean warms, consequently increasing energetic costs. As a result, 

changes in present-day distributions of marine organisms have already been linked to changes 
in temperature (342]. Thus, a 'multi-stressor' approach is required to understand the net effect 
of climate change on marine organisms. The net effect of all three stressors (warming, hypoxia 
and OA) may be synergistic and has been generally described as a narrowing of the thermal 
ranges in which organisms can perform well, and a decrease in maximal performance rn_4J]. 
Lastly, changes in hu,-nan behaviour (e.g. fishing) as climate change and OA progress may also 
play an important, and possibly additive, role in shaping future marine ecosystems (e.g. [J.4:1,]). 

Conclusions 
There remain significant knowledge gaps with respect to the biological impacts of OA on ma
rine ecosystems globally, and locally. The most critical impacts will likely be indirect as a result 
of food web changes, and so are highly complex and difficult to predict even with extensive 
study. Furthermore, OA related changes will occur in concert with other climate change im

pacts that may be even more severe (see above). In particular, increasing temperature and de
creasing dissolved oxygen are likely to produce synergistic effects. 

The northeast Pacific region naturally has waters low in pH (undersaturated with respect to 

aragonite) near the surface. Thus, it is potentially more vulnerable to OA than other regions. 
We summarise the most relevant risks and identify key knowledge gaps, given present-day 
knowledge, to Pacific Canadian fisheries and marine ecosystems in the order of immediacy 
and certainty. 

• Shellfish aquaculture is highly susceptible to OA due to the direct impact of OA on shell for
mation and the dependence of the industry on hatchery production. These impacts are al

ready experienced in BC (and WA). Wild shellfish experience similar difficulties but have the 
opportunity to adapt (e.g. (197]) and so will likely not be affected as rapidly and severely. 
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• There are no studies on Geoduck Clams, which are responsible for a lucrative wild fishery 
and a growing aquaculture industry in BC (although the latter is still in its infancy). 

• The commercial BC fishery is dominated monetarily by salmon aquaculture. While uncer

tainty remains low, it is anticipated that the fish-killing alga Heterosigma akashiwo will gain a 

competitive advantage under OA, malting blooms more frequent. Such blooms are already a 
significant issue for this industry in BC. 

• Neurotoxins produced by other harmful algae are expected to become more potent under 

OA. Such blooms already cause shellfish closures in BC. If this increase in toxicity occurs, the 
shellfish industry will be affected. In addition, these toxins may cause decreased reproductive 

success, and even mass mortality, at higher trophic levels including fish, seabirds and 

marine mammals. 

• Food web changes due to OA (e.g. in BC changes in the species composition of phytoplank

ton and decline of pteropods) are anticipated but remain unknown, as are the impacts of 
these lower level changes on higher trophic levels. 

• Finfish are likely to experience OA impacts through foodweb changes. In BC examples in

clude: the decline of pteropods, that are directly preyed upon by some fish (particularly Pink 

Salmon), and the anticipated decline of some echinoderms, that are eaten by various species 
of rock.fish and flatfish. 

• Habitat changes may also have a critical negative impact, in particular for juvenile fish. 

While these impacts remain highly uncertain, there may be a shift from upright macroalgae 

to algal turf. Also, local coral species (in BC primarily octocorals) that provide vertical struc
ture may decline. Direct impacts of OA on finfish may also occur, but only at relatively high 

levels of CO2• 

• There are few direct OA studies on local finfish species and none on Pacific Halibut and 

salmon, which drive the sport fishing industry. Similarly there are no studies on the adapta
tion of these local species to OA and multiple stressors, like temperature and 0 2, that will be 

changing at the same time. Because sport fishing dominates fishery related income in BC, 

this knowledge gap is significant. 

• Behavioural changes at various trophic levels have been observed (e.g. increased downward 

swimming in phytoflagellates, decreased detection and avoidance of predators in larval fish) 
and postulated (e.g. increased movement to OA refugia such as eelgrass meadows). Such 

behavioural changes might alter the structure of marine communities in BC, and present an
other knowledge gap. 

• Crabs may experience negative impacts under OA while other crustaceans significant to the 
harvest fishery in BC, like prawns, have not been well studied but appear to be more 

strongly sensitive to temperature than OA. In general, the juvenile stages of crustaceans are 

most vulnerable to OA, growing more slowly because they need to expend more energy 

underOA. 
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Global climate change is upon us. Both natural cycles and anthropogenic 

greenhouse gas emissions influence climate in British Columbia and the river 

flows that supply the vast majority of power that BC Hydro generates. BC Hydro·s 

climate action strategy addresses both the mitigation of climate change through 

reducing our greenhouse gas emissions, and adaptation to climate change by 

understanding the risks and magnitude of potential climatic changes to our 

business today and in the future. 

As part of its climate change adaptation strategy, BC Hydro has undertaken 

internal studies and worked with some of the world"s leading scientists in 

climatology, glaciology, and hydrology to determine how climate change affects 

water supply and the seasonal timing of reservoir inflows, and what we can expect 

in the future. While many questions remain unanswered, some trends are evident, 

which we will explore in this document. 
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WHAT WE HAVE SEEN SO FAR 

» Over the last century, all regions of British Columbia 

be.came warmer by an average of about 1.2°C. 

» Annual precipitation in British Columbia increased by 

about 20 per cent over the last century (across Canada 

the increases ranged from 5 to 35 per cent!. 

» For the period of Inflow records (35 to 47 years, 

depending on the reservoir), there is some evidence 

of a modest historical increase in annual inflows 

into BC Hydro's reservoirs but trends are small and 
statistically not sighifican[ 

LOOKING INTO THE FUTURE 

Projected changes in climate and hydrology are for the 

2050s (unless stated otherwise) under different future 

emission scenarios. 

» Projected warming in the 21st century shows a 

continuation of patterns similar to those observed 

in recent decades. 

» All emission scenarios project increasing temperatures 

in all seasons in all regions of British Columbia. 

» The amount of warming in the 21st century will very 

likely be larger than that of the 20th century. 

» Precipitation in winter, spring, and fall will likely 

increase in all of BC Hydro's watersheds under all 

emission scenarios. 

» BC Hydro will likely see a modest increase in annual 

water supply for hydroelectric generation. 

» Most Upper Columbia watersheds will see an increase 

in water supply. The snowmelt will start earlier, 

spring and early-summer flows will be substantially 

higher, and late-summer and early-fall flows will be 

substantially lower. 

» Fall and winter inflows have shown an increase in 

almost all regions, and there is weaker evidence 

for a modest decline in late-summer flows for those 

basins driven primarily by melt of glacial ice and/or 

seasonal snowpack. 

» The severity of year-to-year variation in annual 

reservoir inflow has not changed. 

» The Peace region will see an increased water supply. 
Inflows in late-fall and winter will increase; the 

snowmelt will begin earlier; and summer flows 

will be lower. 

» The Campbell River area and likely most Coastal 

watersheds will see negligible changes to annual 

water supply. 

» On the South Coast (Vancouver Island and Lower 

Mainland watersheds). more of the precipitation will 

fall as rain and snow will become less important. 

Fall and winter flows will increase; and spring and 

summer flows will decrease. 

Hydrological impact studies are the first step in 

BC Hydro's climate change adaption strategy. In the 

next step, BC Hydro will evaluate how the projected 

hydrological changes may impact hydroelectric power 

generation. 
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More than 90 per cent of the electricity in British Columbia comes from falling 

water. The amount of available water is directly affected by variations in climate. 

Land use, volcanic activity, ocean circulation, solar cycles, and the composition 

of the atmosphere all influence the global climate. An understanding of climate 

change, and its effect on the water cycle, along with information related to future 

economic activity and load growth, is critical to ensuring a reliable supply of 
hydroelectric power for generations to come. 

Climate change is natural in both the short and long term [Figure 1). Among the 

most influential short-term events are ocean circulation patterns, such as the El 
Nino Southern Oscillation (ENSO) and Pacific Decadal Oscillation [PDQ), which 

fluctuate on yearly and multiyear timescales as they exchange heat between the 

oceans and the atmosphere. In the long term, changes in the Earth·s orbit around 

the sun trigger ice ages every 100,000 years or so. Other cycles operate on the 
scale of millions of years. 
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Figure 1: Northern Hemisphere warming based on a variety of reconstruction techniques 

(coloured lines) and instrumental record (black line). Source: IPCC 4AR: Climate Change 2007. 

http:/ /www.ipee.ch/pu bli cations_ and_ data/a r4/wg 1 /en/fig u re-6-10. html 

The recent warming trend associated with rising 

concentrations of greenhouse gases (GHG) that trap heat in 

the atmosphere is, however, taking place at an unprecedented 

rate. The scientific evidence that this trend is at least partially 

caused by the emissions produced by burning fossil fuels, and 

is likely to continue for many decades, is compelling. In its 

2007 Fourth Assessment Report, the UN Intergovernmental 

Panel on Climate Change (IPCC] concluded that "most of the 

observed increase in global average temperatures since the 

mid-20th century is very Likely due to the observed increase in 

anthropogenic GHG concentrations." 

Since about A.O. 1860, temperature records from surface 

weather stations show an increase of about 1°C over the 

Northern Hemisphere. Although precipitation records are 

less reliable, climatologists agree that precipitation over 

North America has increased by about 10 per cent during 

the 20th century. Understanding the impact of these 

accelerated changes is crucial for planning adaptive 

strategies. 

DESCRIBING UNCERTAINTY 

Uncertainty in specific outcomes in 

the body of this report is assessed 

using expert judgments and 

expressed with the following 

probabilities of occurrence: 

• very likely 

• likely 

• more likely than not 

• about as likely as not 

• unlikely 

• very unlikely 

>90% 

>66% 

>50% 

33% to 66% 

<33% 

10% 
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DEFINING "CLIMATE CHANGE" 

This document uses the U.N. Intergovernmental Panel 

on Climate Change definition of climate change, which is 

"a change in the state of the climate that can be identified 

[e.g., using statistical tests) by changes in the mean and/or 

the variability of its properties, and that persists for an 

extended period, typically decades or longer. It refers to any 

change in climate over time, whether due to natural variability 

or as a result of human activity." 

HOW CLIMATE AFFECTS WATER SUPPLY 

Precipitation can fall as rain or snow. It can return to the 
atmosphere through evaporation, replenish groundwater 

aquifers, or run off into streams, rivers, and oceans. 
Higher temperatures increase evaporation, which in turn 
alters both precipitation and runoff. In humid regions, 
more precipitation will likely result in more runoff. In drier 
regions, extra precipitation tends to evaporate, causing only 
small changes in runoff. While the effects of a changing 

climate may reduce water supply in some regions, it could 
also increase supply elsewhere. 

Thanks to the size and geography of the province, BC Hydro 

has a diverse portfolio of hydroelectric facilities in various 
climate zones. This, and the large storage capacity in the 
Peace and Columbia River reservoirs, offers some flexibility to 
adjust to changes in water supply and reservoir inflows. Still, a 

rapidly changing climate could challenge that ability to adapt. 

BC HYDRO'S CLIMATE ACTION STRATEGY 

As part of the province's target of cutting GHG emissions by 
a third from 2007 levels by 2020, BC Hydro has prepared a 
climate action strategy with two key objectives: 

» Maintain a low-carbon electricity supply for 
our customers: and 

» Leverage that supply to support provincial 
GHG reduction targets and policies for a 
low-carbon economy. 

The strategy considers the potential effects of climate change 
in B.C., including increases in temperature, new precipitation 
patterns, and a greater frequency of floods, droughts, and 
wildfires. Changes in the timing and volume of spring runoff 

have implications for hydroelectricity generation. BC Hydro 
will incorporate these potential impacts, and adapt its 
infrastructure to accommodate the unavoidable. 
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BC HYDRO COLLABORATES WITH LEADING SCIENTISTS 
TO ASSESS IMPACTS OF CLIMATE CHANGE 

As part of its climate change adaptation strategy, BC Hydro 

has undertaken internal studies and worked with some of 

the world's leading scientists in climatology, glaciology, and 

hydrology. BC Hydro teamed up with scientists from the 

Pacific Climate Impacts Consortium (PCIC) at the University of 

Victoria; the Western Canadian Cryospheric Network [WC2N), 

which consists of six Western Canadian and two Washington 

state universities; and the Climate Impacts Group (UW-CIG) at 

the University of Washington. 

Hydrologists at BC Hydro conducted studies to investigate 

historic impacts of climate change on reservoir inflows. 

PCIC assessed historical and future trends in climate across 

British Columbia and projected future reservoir inflows in 

three distinct regions critical to BC Hydro's hydroelectric 

capacity: the Upper Columbia region, the Peace region, 

and the Campbell River region (Figure 21. The WC2N 

study quantified the magnitude and timing of glacier melt 

contributions to inflows into Kinbasket Reservoir (Mica basin) 

under a changing climate. The UW-CIG study assessed 

the hydrological impacts of climate change for the entire 

Columbia River basin in both Canada and the US [without 

accounting for effects of glaciers!. 

Figure 2: Regions with BC Hydro watersheds and representative 

watersheds for each region {Columbia basin with Mica 
highlighted=yellow, Campbell River at Strathcona=pink, 

Williston=brown, other BC Hydro basins=greenl. 
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ASSESSING CLIMATE 
CHANGE IMPACTS 

Climate change impact assessments are largely based 

on scenarios-stories about how the future could look. 

Scenarios do not attempt to predict the future, but aim 

to better understand the uncertainties involved in making 

decisions, to accommodate a wide range of possible 

outcomes. They also help researchers and managers 

anticipate the consequences of those decisions. 

The assessments that BC Hydro uses rely on numerical 

computer models that generate GHG emission scenarios, 

global climate models (GCMs] that resolve large-scale 

global weather patterns, statistical techniques that add 

regional detail to the GCMs, and hydrological models that 

convert climate scenarios into runoff scenarios (Figure 3]. 



EMISSION SCENARIOS 

Projections of GHG emissions are based on storylines 
of demographic, social, economic, technological, and 
environmental developments. Future projections of climate 
and reservoir inflows were obtained by using thr.ee different 

IPCC emission scenarios. The so called 81, A1B, and A2 
emission scenarios define futures with low, medium, 

and high increases in greenhouse gas concentrations, 

respectively When the IPCC scenarios were developed in 
the late 1990s, all were considered equally likely. However, 

th.e adtJal .emj55;jons growth rat!:! s.ince thenjs .clos.er to or 
greater than the most fossil-fueHntensive scenario. 

GLOBAL CLIMATE MODELS 

Global climate models represent physical processes in 
the atmosphere, in the oceans, and on land. They broadly 
reproduce historical climate at global scales, but are less 
successful at regional and local scales. The resolutions 
are such that any processes occurring on scales less than 

several hundred kilometres, such as the effects of mountain 
ranges and coastlines on cloud formation, are only roughly 

approximated. Statistical techniques bridge the gap 
between global climate and regional impacts, but at the 
.price .othigher .Leve.Ls .of uncertainty. 

Figure 3: Method for quantifying hydrologic impacts 

under projected future climates. 
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HISTORICAL TRENDS IN TEMPERATURE AND PRECIPITATION 

Between 1900 and 2004, B.C. saw wetter conditions and an increase in the 
average annual temperature of about 1.2°C. Most of the increase was a result 

of higher minimum temperatures [Figure 4). 

Annual precipitation increased by about 20 per cent (Figure 4l. Most of the precipitation 
increase occurred in fall, winter, and spring, with the highest increases in the northern 
interior and no change in the southwest (Figure 5). 
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Figure4,Annual mean temperature and 
precipitation trends for the 1900-2004 period 
(Rodenhuis et al. 2007) 
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CHANGES TO THE SNOWPACK 

Precipitation that falls as snow is temporarily stored in 
seasonal snowpacks or glaciers. For many BC Hydro 
watersheds, basin-wide snow storage is larger than 
reservoir storage. A snowpack's water content is reported 
in millimetres of snow water equivalent (SWE]. SWE on 

April 1 is often used as a proxy for the maximum snow 
accumulation of a year, although the timing of peak 
accumulation timing can vary at individual locations. 

Records show a substantial reduction in peak winter snow 
accumulation over the past 50 years. On average across 
British Columbia, the peak SWE of 73 long term snow courses 
dropped by about 18 per cent. The Columbia region showed a 
20 per cent reduction, the Kootenay fell by 23 per cent, and the 
South Coast and Vancouver Island dropped by 17 per cent. The 
Middle Fraser region experienced a 47 per cent reduction, 
while the Peace showed no notable changes and a few 

northerly locations recorded increases in SWE. 

One-half to two-thirds of the reduction in peak SWE over the 
past 50 years is tied to natural ENSO and POD cycles, with 
the POD shift from a cold to a warm phase in 1976 having 
the most significant effect. After removing the effects of this 
natural climate variability, the province-wide SWE trends 

become very small, with a snowpack dedine of just four 
per cent (Table 1]. In some regions, adjusting for ENSO and. 
POD reverses the trend. 

An important limitation of SWE analysis is that most of 
the observing sites are at mid elevations. Models suggest 
that the colder, highest elevations, which are less sensitive 
to warming, have seen an increase in peak SWE due to 
increases in precipitation. 



Table 1: Trends in April 1 Snow Water Equivalence at British Columbia long-term snow courses (1956-2005). 

• Results are shown for unadjusted data and data with the effects of ENSO and PDO variability removed (Chapman, 2007). 

UNADJUSTED DATA ADJUSTED DATA* 

646 -87 -20 7 -5 

365 -91 -23 -21 -6 

213 -82 -47 -31 -27 

1202 -261 -17 -65 -4 

474 -71 -18 0 -4 

% Change Key: little or no change: -5% and 5% increase:> 5% decrease:< -5% 
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GLACIER CHANGE 

A change in glacier cover provides visually compelling 
evidence of the effects of climate change on the water cycle. 
Glaciers across the province lost about 11 per cent of their 
area between 1985 and 2005. Coastal glaciers lost less area 
than interior glaciers, but absolute volume loss was larger in 
the Coast Mountains than in the Columbia region or the Rocky 
Mountains. In the Columbia River basin, glacier cover declined 
by about 16 per cent from 1986 to 2000. Glaciers thinned most 
at lower elevations. Figure 6 illustrates the retreat of the 
lllecillewaet Glacier at Roger's Pass between 1887 and 2000. 

Glaciers cover approximately 25,000 km2 of British Columbia 
which is just three per cent of the total surface area. At 
the scale of watersheds operated by BC Hydro, the impact 
of glacier melt on annual flow volumes is relatively minor. 

However, even a glacier cover of five per cent, such as in 
the Mica basin, can contribute significant flow in the late 
summer. During the warm and dry summer of 1998, for 
example, glacier melt contributed 35 per cent to the Mica 
basin's September streamflow. With a warming climate, 
those contributions will very likely decrease as glaciers 

retreat. 

Figure 6: Extent of lllecillewaet Glacier at Roger's Pass (Selkirk Mountains) in the Arrow watershed in 2000, with lines 

indicating previous glacier extent. (Source: Dr. Dan McCarthy, Brock University & Mas Matsushita, Parks Canada.) 
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OBSERVED CHANGES 
IN RESERVOIR INFLOWS 

Researchers have reconstructed streamflows for the Peace 

River at the Peace-Athabasca Delta using lake sediments, 

while others have used patterns of tree rings to establish 

long-term stream flow records for the Chilko River and its 

glacier-fed watershed in the Coast Mountains. Findings of 

these studies and of a similar study for the Columbia River 

at The Dalles indicate that over the past -250 years both 

wetter and drier conditions than currently observed have 

persisted for decades under natural climate variability. 

A detailed analysis of climate change signals in BC Hydro 

reservoir inflows found no significant trends of declining 

annual total water supply between 1984 and 2007. Rather, 

there is some evidence for a modest historical increase 

in streamflow in some basins. There is, however, clear 

evidence for changes in the seasonality of flow. Fall 

and winter flows have increased at most of BC Hydro's 

watersheds. There is weaker evidence for a decline in late

summer flows in snowmelt dominated watersheds. The 

absence of detectable trends in annual water supply does 

not imply that there are none, however. Brief record length 

and poor data quality mean a genuine but weak climate 

change signal could be hidden by more dramatic year-to

year fluctuations. 

15 



Climate patterns for the 21st century are derived from model simulations based 
on different emission scenarios. Emissions are difficult to project because they 

depend on economic growth, population increase, and technological and land-use 
changes, all of which are impossible to anticipate accurately. The emissions 
scenarios are designed to reflect the range of these uncertainties. Unless stated 
otherwise, results for alt future scenarios focus on projections for the 2050s. 

TEMPERATURE ANO PRECIPITATION PROJECTIONS 

In general, trends observed during the past century in British Columbia will 

likely continue throughout the 21st century. By the 2050s, all parts of British 
Columbia will very likely get warmer in all four seasons. The mean annual 
temperature is projected to increase by 1.4 to 3.7°C, which is greater than 
the range of historical variability. In the southeast, warming will be greatest 
in summer, while in the northeast, warming wilt be greatest in winter. In the 
Campbell River watershed and other parts of south coastal B.C., the warming 
will be more evenly distributed throughout the year. 
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Much of British Columbia will likely get modestly wetter (Figure 7) by Oto 

18 per cent. Contrary to temperature projections, however, the projected 

increase in precipitation is within the range of historical variability. Precipitation 

increases are projected to be greatest in fall, winter, and spring. 

Precipitation increases are-higher for the northern and northeastern parts of 

the province, where they are also more evenly distributed across all seasons. In 

summer, the southern portion of the province, and particularly the southwest, 

will likely become drier. 

Median Precipitation Change Projected for the 2050s 

WINTER 

(% Change) i 
-20 

Figure 7: Seasonal mean precipitation change in the 2050s (2041-2070) 
relative to the 1961-1990 baseline period. (Source: Schnorbus et al. (2011)). 

By 2050, the mean annual 

temperature in British Columbia 

is projected to increase by 1.4 

to 3.7°C, which is greater than 

the range of historical variability. 

17 



HYDROLOGICAL PROJECTIONS FOR THE UPPER COLUMBIA REGION 

Mica Dam drains 20,742 km 2 of the Columbia River 

headwaters. Annual precipitation averages 1,075 millimetres 

with 70 per cent falling as snow. The average annual 

temperature is 1.9°C. In 1985, glaciers covered 1,268 km2, 

representing 6.1 per cent of the basin. Between 1985 and 

2005, the glacier area shrank by 181 km 2, reducing glacier 

cover to 5.2 per cent of the basin. 

GLACIERS 

Glaciers in the Columbia basin are shrinking and, even with 

no further warming, would likely continue to retreat for 

at least another decade. Future simulations project that 

glacial coverage in the Mica basin will decrease by at least 

44 per cent and possibly as much as 100 per cent by 2100, 

with an average decrease of 85 per cent. Figure 8 visualizes 

the retreat of the Athabasca glacier in the 21st century. 

Figure 8: Athabasca Glacier coverage observed in 2001 (upper left, LandSat satellite photo) and projected for 2050, 2080 and 2100. 

GCM forced with the A18 emission scenario. Graphics: Glacier Modelling Group, Earth & Ocean Sciences, USC. 
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STREAMFLOW PROJECTIONS 

Streamflow projections for the 

Mica basin are available from three 

different studies (PCIC, WC2N, UW

CIG). While streamflow projections 

for the Mica basin come with high 

levels of uncertainty, all three studies 

agree that the mean annual flow will 

increase (Figure 91. Each foresees 

an earlier onset of spring melt and 
lower flows in late summer and early 

autumn (Figure 10), consistent with 

other studies of streamflow in snow

dominated catchments. The decrease 

in icemelt contributions to August 

streamflow exacerbates the low flows 

in late summer produced by an earlier 

snowmelt. The overlap between the 

different emission scenarios (Figure 

9b) shows that the primary source 

of uncertainty comes from modeling 

climate and hydrology rather than 

from GHG emission scenarios. 
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Figure 9: Projected changes in mean annual flow summarized for 

each study using (a) all studied emission scenarios and GCMs and 

(bl for each individual emission scenario. 
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Figure 10: (al Observed and future 2050s monthly Mica inflow and (bl flow anomalies relative to 

historical baseline for each study (bold lines! for all emission scenarios. Lines correspond to monthly 
medians for individual GCM runs under A 18, AZ, or 81 emission scenarios. Flow anomalies (bl are 

plotted relative to the median of all historic runs for WCZN, PCIC and UW-CIG, respectively. 



HYDROLOGICAL PROJECTIONS FOR THE PEACE REGION 

The Williston basin in the northern 

Interior forms the headwaters of the 

Peace River. The region has a 

continental climate with frequent 

outbreaks of Arctic air. The mean 

annual precipitation is 838 millimetres, 

approximately 40 per cent in the form 

of snow. The average annual 

temperature is 0.2°C. A spring freshet 

is the dominant runoff event. Most 

precipitation falls as rain in the 

summer months, and glacier melt is 

negligible. 

STREAMFL.OW PROJECTIONS 

Climate change scenarios for the 

Williston reservoir project an 

increase in inflow ranging between 

11 per cent and 15 per cent by the 

2050s, with streamflow increasing 

throughout most of the fall, winter 

and spring seasons (Figure 11). 

There is evidence for an earlier 

freshet onset and a shift in the peak 

flow from June to May. Summer 

flows are projected to decline, with 

the greatest decline in July. 
~tlovD,$¢,ilariFebMarltp,Mt.yJ\111'1 Jul/VJQ$ep0¢! 
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Figure 11: (al Observed and future 2050s monthly Williston basin (GMS) 

inflow and (bl flow anomalies relative to historical baseline for each study 

(bold lines). The historic baseline is the median of all historic runs. Future 

stream flow is shown as the monthly median for each individual GCM/emis

sion scenario combination. (Source: PCIC (Schnorbus et al. 2011)). 
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HYDROLOGICAL PROJECTIONS FOR VANCOUVER ISLAND, 
THE LOWER MAINLAND AND THE SOUTH COAST 

Campbell River at Strathcona is 

a small coastal watershed that 
drains the central Vancouver Island 

mountains to the Strait of Georgia 

and impounds the Upper Campbell 

Lake and Buttle Lake Reservoirs. 
Annual precipitation in the study 

area is 2,960 millimetres, with 
78 per cent falling from October to 

March. Inflows peak in the fall from 
rainfall and in spring from snowmelt, 

while glacier melt is negligible. 

STREAMFLOW PROJECTIONS 

By 2050, the Campbell River at 

Strathcona watershed is expected to 

change from a hybrid to a rainfall-

dominated regime (Figure 121. 
Snowfall will decrease, and flows 

from October to April will increase, 

with a substantially reduced spring 

freshet. GCMs consistently predict 
the highest flow increases in January 

and the largest decreases in June. No 
significant changes to annual inflow 

volumes are projected. 
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Figure 12: [al Observed and future 2050s monthly inflow into Campbell 

River at Strathcona Dam and (bl flow anomalies relative to historical 

baseline for each study (bold lines). The historic baseline is the median 

of all historic runs. Future streamflow is shown as the monthly median 

for each individual GCM/emission scenario combination. (Source: PCIC 

(Schnorbus et al., 2011)1. 
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ANNUAL CHANGES 

Climate change projections for several of BC Hydro·s 

watersheds suggest a likely small increase in water availability 

caused by a modest increase in future precipitation. Model 

uncertainties outweigh the relatively minor differences in 

projections among various emission scenarios. 

There are regional differences in projections of future 

water availability. For the Mica basin, increases in overall 

water supply are likely, despite a decline in the glacier melt 

contribution, because increases in future precipitation more 

than offset the losses from shrinking glaciers [Table 21. Some 

models project an increase of only 10 per cent, others as 

much as 26 per cent. The Revelstoke and Arrow watersheds 

can also expect modest increases in annual flows. For the 

southern parts of the Columbia and Kootenay River basins 

[i.e., Whatshan, Kootenay Lake and Slocan) annual water 

supply is likely to slightly increase or remain unchanged. 

For the Williston basin, some GCMs see no change in 

water availability, while others predict increases of up to 

15 per cent. The median projection is an increase of about 

11 per cent. No significant changes to annual flows are 

projected for coastal watersheds. 

All models have difficulties in simulating evaporation and 

the response of vegetation. However, potential and actual 

evaporation will likely increase due to higher temperatures, 

partly offsetting higher precipitation input. A notable 

exception is one model projected a decrease in evaporation 

for the Mica basin, which could further increase the annual 

water supply. 
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Table 2: Projected seasonal and annual inflow anomalies for select BC Hydro watersheds for the 2050s relative to 
1961-1990 average under different emission scenarios. The anomalies refer to the median of the GCM ensemble for 
each emission scenario [Source: PCIC). 

REGION WATERSHED EMISSION 
SCENARIO WINTER SPRING SUMMER FALL YEAR 

Key: little or no change: -5% and 5% increase:> 5% decrease:< -5% 

A modest increase in future 

annual water availability is 

likely for BC Hydro's integrated 

hydroelectric system. 
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SEASONAL CHANGES 

Summer streamflow and hence water availability during 

su111mer will very likely decline across the province. 

Snowmelt will start earlier and flows will peak earlier. 

This has already been observed over the past few decades. 

Snowmelt-dominated watersheds in southeastern B.C., for 

example Arrow and Kootenay Lakes, will experience higher 

flows during winter and lower flows during late summer, 

but will very likely remain snowmelt-dominated. The 

Williston basin will remc:1in a hybrid snowmelt- and rainfall

dominated Watershed: 

Glaciers are projected to continue retreating under all 

future climate scenarios. Under a warming climate, the 

contribution of glacier melt to streamflow initially increases 

but eventually declines as glaciers shrink. Evidence shows 

that B.C. glaciers are already shrinking and studies suggest 

that the glacier melt contribution to streamflow is already 

declining. In the Mica basin, approximately 60 percent 

of glacier cover is projected to disappear by 2050 and 

85 per cent by 2100. Some scenarios show a complete loss 

of glaciers in the region by 2100. 

The biggest changes to seasonal flow regimes can be 

expected for coastal watersheds. There, rainfall-runoff 

pro.ces.s.e~.wjll very li.keJ}'bs?come dQmlmmtoverJ;nowmelt, 
Hybrid rainfall- and snowmelt-dominated watersheds will 

turn into rainfall-dominated watersheds. With only marginal 

precipitation increases, the region will see a decline of 

basin-wide snowpack and consequently a reduction in 

spring runoff. 



Climate change impact studies give a reasonably good 
understanding of future trends in water availability, but 

have only been undertaken for some BC Hydro watersheds. 
BC Hydro has renewed its partnership with the Pacific 

Climate Impacts Consortium to expand the hydrologic 
impact studies to other BC Hydro watersheds. 

The next step for BC Hydro is to feed operational and 
planning models with projected inflow scenarios to assess 
how sensitive hydroelectric power generation is to climate 

change. For instance, it has not been determined how 
effectively reservoir storage will be able to buffer projected 
changes in seasonal runoff timing, such as lower summer 
inflows. Changes in the year-to-year variability of water 

supply, and hence changes to the frequency and severity of 
hydroelectric droughts will also need further research. 

Water availability is but one of many climate-related factors 
affecting hydroelectric power generation. Just as important 
are the effects of a changing climate on heating and cooling 
demand, on infrastructure such as transmission and 
distribution lines, impacts to fisheries and habitat, as well 
as changes in demographics, socio-economics, and 
government policies and regulation. All these factors must 
be integrated to develop a useful and holistic vision of how 
best to adapt to a changing climate. To this end. BC Hydro 
continues to work with the Pacific Climate Impacts 

Consortium and others to expand our knowledge of climate 
change science. An Adaptation Working Group at BC Hydro 
continues to assess and address the risks of climate 
change, and to continue powering B.C. with clean, reliable 
electricity, for Generations. 
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SUMMARY 
In 2008, British Columbia implemented the first 
comprehensive and substantial carbon tax in North 
America. By 2012, the tax had reached a level 6f C$30/t 
CO2, and covered approximately three-quarters of 
all greenhouse gas emissions in the province. This 
paper reviews existing evidence on the effect of the tax 
on greenhouse emissions, the economy, and income 
distribution as well as provides new evidence on public 
perceptions of the tax. 

Empirical and simulation models suggest that the 
tax has reduced emissions in the province by 5-15%. 
At the same time, models show that the tax has had 
negligible effects on aggregate economic performance, 
though certain emissions-intensive sectors have faced 
challenges. Studies differ on the effects of the policy on 
income distribution but agree that they are relatively 
small. Finally, polling data show that the public 
initially opposed the tax but now generally supports it. 

The carbon tax was originally implemented as a 
"textbook" policy, with wide coverage, few exemptions, 
and use of revenue for low-income tax credits and 
broad-based tax cuts. But the recent use of some tax 
revenues to support particular industries rather than 
to deliver those broad-based tax cuts may reduce its 
overall cost-effectiveness. 
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Introduction 
In a 1998 article in the Journal of Economic Perspectives, "What Can We Learn from the Grand Policy 
Experiment?" Robert Stavins examined the performance of the SO2 allowance ("acid rain") trading 
program in the United States in its first several years (Stavins 1998). Stavins' interest was motivated by 
the fact that the SO2 trading program was by far the world's most ambitious application of emissions 
trading, representing a textbook policy approach that economists had been prescribing for decades as an 
alternative to "command-and-control" regulation, yet it had little uptake from environmental regulators. 
Stavins examined the policy's application from several angles, providing insights into its cost
effectiveness, the political economy forces that led to its selection, and normative prescriptions for policy 
d 

. I 
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In the economist's environmental policy playbook, nothing competes with emissions permit trading for 
space more than environmental taxation (Weitzman 197 4). And no contemporary environmental issue has 
emphasized the choice between these two instruments more than climate change (Goulder and Schein 
2013). Putting a price on carbon dioxide (CO2) and other greenhouse gas (GHG) emissions has long been 
the foundation of economists' prescription for the climate change problem. And regulators have taken 
notice. Carbon-pricing has firmly taken root over the last decade; mandatory pricing systems ( existing or 
planned) are found on every continent except Antarctica (World Bank 2014). From an emissions coverage 
standpoint, emissions trading systems (ETS), or cap-and-trade programs, are the most prevalent carbon
pricing approach. Some of the historic preference for an ETS over a tax may be due to the political 
economy factors referenced by Stavins (1998) and addressed through a political science lens by Paterson 
(2012), but an exploration of the reasoning behind those choices is beyond the scope of this paper. 

Although ETS predominates in climate policy, several jurisdictions either have or are considering a tax 
alone or in combination with an ETS. Some countries (e.g., Sweden) have had a carbon tax since the 
1990s, and Ireland and other European Union (EU) countries have recently implemented them, but these 
tax systems have often been part of larger energy and excise tax reform efforts rather than focused on 
GHG emissions. Those European tax systems also have different scopes of coverage and rates and are 
coupled with the EU ETS. Thus it is difficult to assess the effectiveness of the tax in isolation. 

In contrast, the Canadian province of British Columbia (BC) instituted in 2008 a stand-alone carbon tax 
that covered about three-quarters of all emissions sources in the province at a levy rate that was as high as 
or higher than carbon prices emerging from ETS throughout the world. Among the unique elements of the 
BC carbon tax is its goal of revenue-neutrality, meaning that all revenues raised by the tax are to be 
recycled to BC households and businesses, largely in the form of tax cuts. As discussed below, 
economists often favor revenue-neutral carbon taxation because it has the potential to enhance economic 
growth by lowering distortions from the current tax system. As such, it may provide the purest example of 
the economist's carbon tax prescription in practice. Thus the BC carbon tax can be viewed as another 
grand policy experiment-much as Stavins viewed SO2 allowance trading in the I 990s-that we can now 
assess for effectiveness in achieving environmental, economic, and political objectives. 

The BC carbon tax's effect on emissions, economic indicators, and political acceptance has been the 
subject of some targeted empirical work. However, no papers have broadly gauged its performance across 
the policy's multiple outcomes of interest. This paper seeks to do that by drawing from the small but 

1 Fifteen years later, Stavins and Richard Schmalensee revisited the grand policy experiment in the pages of the 
same journal, highlighting what they referred to as an "ironic" history of the policy, including policy design choices 
that "worked" despite their flaws, rejection of emissions trading by some of the political constituencies that initially 
argued on its behalf, and a massive change in the regulation underlying the market that caused the market to collapse 
(Schmalensee and Stavins 2013). 
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growing empirical literature to distill evidence on the tax's effectiveness across many dimensions: 
emissions, economy, equity, and public acceptance. 

The paper provides a brief history of the BC carbon tax, focusing on political and economic factors 
underlying its introduction and briefly summarizes its key design elements of the tax: coverage base, levy 
rate, and use of revenues. In addition, the paper reviews the studies that have estimated the effect of the 
tax on British Columbia's emissions profile and synthesizes the research on the tax's economic effects, 
exploring whether the tax has impeded or enhanced economic growth, given theoretical priors that it 
could go either way with judicious recycling of the revenues. The paper concludes with an exploration of 
the distributional consequences of these economic effects across the BC population, a review of the 
evidence on public acceptance of the tax, and a summary of findings. 

History of the Tax 
The BC carbon tax was implemented on July 1, 2008. It was borne of a unique confluence of social, 
political, and economic forces. Public concern over climate change risks surged in Canada and elsewhere 
during the first decade of the 21st century as a result of mounting scientific evidence of human influence 
on the climate system (IPCC 2007), increased attention in the press and in popular culture to climate 
change with a call for political action (Gore 2006), and emerging expectations that all major emitting 
countries were poised to take serious action to reduce GHG emissions under the United Nations 
Framework Convention on Climate Change (UNFCCC). These concerns and expectations were coupled 
with the evolution of carbon-pricing mechanisms as the recommended policy instrument to address 
climate change. 

These factors driving global action coincided with five developments in British Columbia that Harrison 
(2013) attributes to passage of the BC carbon tax: (1) the prevalence of hydro power as the source of 
electricity generation; (2) intense voter interest in the issue of climate change from an electorate with 
strong environmental views; (3) the presence of a right-center majority government with bona fide 
support in the business community that could perhaps push an environmental agenda further than a 
government considered hostile to business interests; (4) strong commitment by BC Premier Gordon 
Campbell, who essentially staked his political career on passage of the carbon tax; and (5) a political 
institutionai structure that gives great power to the leader of the party that holds a majority of seats in the 
!egis!atlrre, as v1as the case ,vith Campbell and his party_ 

Even with this favorable combination of factors, passage of the tax was not easy. To capture the support 
of the business community, the tax was made revenue-neutral-that is, revenues would be countered by 
tax cuts elsewhere-and was applied to both businesses and households (Harrison 2013). These features 
created political backlash in some corners due to concern that low-income and rural (especially northern) 
communities would be unfairly burdened (Beck, Rivers, and Yonezawa 2015). Ultimately, the tax was 
designed to direct some of the proceeds as payments and tax reductions for northern rural households and 
low-income groups. 

Some observers viewed the 2009 provincial election as a referendum on the BC carbon tax, and the 
opposition party called for its abolition as part of an "Axe the Tax" campaign. 2 However, the state of the 
economy in the midst of the global recession was foremost in voters' minds, and voters viewed the ruling 
party more favorably than the opposition on economic issues (Harrison 2013). Perhaps for this reason, 
more than the carbon tax itself, the ruling party survived the 2009 election, as did the carbon tax. 

2 The opposition party in British Columbia at the time was the New Democratic Party or NDP, generally regarded as 
a left-center party. The party in power was the Liberal Party, which is regarded as representing right-center interests. 
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The BC government is entitled to review the progress of the carbon tax toward its stated goals, and it 
chose to do so as part of its 2012-13 annual budget process (BC Ministry of Finance 2013). The review 
covered key aspects of the carbon tax, including revenue neutrality, and the impact of the tax on the 
competitiveness of BC businesses. The review largely confirmed that the tax was achieving its goals and 
recommended no major changes to the program. 

Key Design Features 
Table 1 summarizes the key provisions of the BC carbon tax. As the first comprehensive carbon tax in 
North America, it is relatively simple in its design and application. 

Table 1. Key provisions of British Columbia carbon tax 

Provisions 

GHG emission sources covered 

Notable exemptions 

Tax rate 

Use of tax revenues 

Transparency provisions 

Coverage 

Description 

Fossil fuels used within the province, accounting for 70-75% of all GHG 
emissions in the province. Greenhouse gases are converted to carbon 
dioxide equivalents using 100-year global warming potentials. 

• Fuels exported from BC 

• Fuel use by planes and ships travelling to or from BC 

• Greenhouse operations and fuel used in agriculture (starting in 
2012 and 2013, respectively) 

All non-fossil fuel GHG emissions including those from industrial 
processes, landfills, forestry and agriculture. 

Fugitive emissions of methane (CH4) from production and 
transmission of fossil fuels. 

Started at C$10/ton CO2 in 2008, rising to $30/ton by 2012. This tax per ton 
CO2 is then transformed to the units of sale (e.g.,$ per litre of gasoline) for 
assessment at the point of purchase. See Table 2 for respective tax rate per 
unit of the most common fuels. 

Tax aspires to revenue-neutrality, meaning all revenues are redistributed 
back to households in the form of tax reductions or directed transfers 
rather than used to increase government spending. Actual experience has 
revealed tax cuts and targeted payments in excess of the revenue raised by 
the carbon tax and some movement from general household and business 
tax reductions to expenditures targeted for specific purposes. 

BC Ministry of Finance is required each year to prepare a three-year plan 
for recycling carbon tax revenues through tax reductions. The plan is 
presented to the Legislative Assembly for review and approval. 

The tax covers GHG emissions resulting from the combustion of all fossil fuels used within the province, 
with some minor exceptions. The taxed fuels include liquid transportation fuels such as gasoline and 
diesel as well as natural gas or coal used to power electric plants, along with other types of fuels. It covers 
70-75% of the province's GHG emissions; the uncovered remaining emissions include non-combustion 
CO2 in industrial processes (e.g., lime production in cement manufacture), methane (CH4) emissions from 
natural gas extraction and transmission, methane and nitrous oxide (N2O) emissions from agriculture and 
CO2 emissions from forestry (British Columbia Ministry of Finance 2015). 
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The tax as originally implemented offered no exemptions for particular sectors and used the same tax rate 
for all covered sectors, which distinguished it from other carbon-pricing efforts worldwide. However, in 
2012, responding to concerns raised by greenhouse growers that the carbon tax was rendering their 
operations uncompetitive with California and Mexico, government offered a one-time exemption (worth 
$7.6 million) from the carbon tax. This exemption was followed in the 2013 budget with an ongoing 80% 
exemption for greenhouse growers. In the 2014 budget, government announced that gasoline and diesel 
used for agriculture would be exempt from the carbon tax (Rivers and Schaufele 2015). 

Tax Rate: Absolute and Relative 
The tax started at C$10 (Canadian dollar) per ton of carbon dioxide equivalent when introduced in 2008. 
It then rose C$5 per ton each year until in 2012 it reached C$30 per ton, at which it remains today. 
Because different fuels have different carbon contents, the tax rate per unit of fuel differs, as does the 
impact on final price, as shown for selected fuels in Table 2. The carbon tax translates to a set price per 
unit of fuel output rather than fixed percentage; however, it is useful to see how much the tax contributes 
to the final price of different fuels. The carbon tax accounts for a relatively modest share of the final price 
for gasoline, diesel, and propane, but it can account for a very large share of the price of natural gas and 
coal. The differences in relative price impact are due primarily to the fact that raw fossil fuel costs are a 
small portion of total retail fuel cost for refined fuels such as gasoline, diesel, and propane than they are 
of primary energy fuels such as coal and natural gas. These differences do suggest that the carbon tax has, 
for instance, a higher potential effect on coal and gas use than on transportation fuel use; however, 
virtually all of the coal mined in British Columbia is used elsewhere and is not subject to the BC carbon 
tax. 

Table 2. Selected carbon tax rates by fuel 

Fuel type Tax unit Tax rate Tax % of final 
(in 2015) fuel price 

(2014) 

Gasoline C(:/liter 6.67 4.4% 

Diesel (light fuel oil) C<:/liter 7.67 5.1% 

Natural Gas C<:/cubic 5.7 
meter 33.9% 

Propane ¢/liter 4.62 7.1% 

Coal high-heat value C$/ton 62.31 54.7% 
Coal low-heat value C$/ton 53.31 46.8% 

Sources: For tax data-British Columbia Ministry of Finance (2015); for price data-Natural Resources Canada (2015) (gasoline 
and diesel for Vancouver, British Columbia), Natural Resources Canada (2014) (natural gas and propane for Canada), and British 
Columbia Ministry of Metals and Mines (2013) (coal). 
Note: See http://www.sbr.gov.bc.ca/documents library/bulletins/mft-ct 005.pdf for the full list of tax on all covered fuels. 

To place the BC carbon tax in context, Table 3 compares it to carbon prices found in several other 
programs in North America and the European Union. To facilitate comparisons, prices are converted from 
their domestic currency and units into U.S. dollars (US$) per (metric) ton CO2e. British Columbia has the 
highest price of the cohort, twice as high, for instance, as the carbon tax in France and the fee paid in 
Alberta for entities that exceed the emissions intensity target. The exceedance fee in Alberta, however, is 
only paid on the amount that the realized emissions rate exceeds the intensity target, whereas the BC 
carbon tax is paid on all covered emissions, so the carbon cost difference between British Columbia and 
Alberta is even more pronounced than Table 3 implies. All other carbon-pricing systems in Table 3 
emanate from cap-and-trade programs, making the price comparison a bit more fluid. Whereas a carbon 
tax sets a fixed price, a cap-and-trade program sets a fixed emissions cap that is met by parties trading 
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emissions allowance permits at a market price. This price will vary constantly in response to shifts in 
market demand for emissions allowances caused by macroeconomic, energy market, and policy shocks 
(Murray and Maniloff2015). 

Table 3. British Columbia carbon tax level compared to other carbon prices 

Region Program Domestic price (201st US$/ton 

British Columbia Carbon tax C$ 30/ton 24.00 

Alberta Emission intensity target (fee for C$ 15/ton 12.00 
exceedance) 

California-Quebec Cap and trade (economywide) US$12.21/ton 
C 

12.21 

Northeastern 
United States Cap and trade (electric power sector) US$ 5.41/short ton 

d 
6.06 

European Union Cap and trade (economywide) € 6.80/ton 
e 

7.34 

France Carbon tax on transport fuels and € 14.50/ton 
domestic heating fuels (rising to €22 in 2016) 15.66 

a Nearest quote to April 8, 2015. 
b Exchange rates between Canadian dollar and U.S. dollar (0.80) and the euro and U.S. dollar (1.08), quoted on April 8, 2015, XE 
Currency Converter (http://www.xe.com/currencyconverter/). 
c U.S. Energy Information Administration. 2015. "California and Quebec Complete Second Joint Carbon Dioxide Emissions 
Allowance Auction." 2015. http://www.eia.gov/todayinenergy/detail.cfm?id=20312. 
d RGGI Incorporated. 2015. Market Monitor Report for Auction 27. 
http://www.rggi.org/docs/Auctions/27 /Auction 27 Market Monitor Report.pdf. Note: a short ton is equal to 2000 pounds, 
which is 0.9072 tons (metric ton). 
0 Bloomberg Professional Services data base. Downloaded April 14, 2015. 

Use of Revenues 
One key aspect of the BC carbon tax is its revenue neutrality. Rather than raise taxes and increase 
government expenditure, it operates as a tax shift, wherein carbon tax revenues are countered by cuts in 
other taxes or direct transfers to households. These shifts include business tax cuts, personal income tax 
cuts (targeted at lower-income categories), low-income tax credits, and direct grants to rural households. 

To address potential skepticism that the BC government might not follow up on promises to keep the tax 
revenue neutral, the BC Ministry of Finance must file a report each year showing how the tax proceeds 
are being used.3 The report is subject to review and approval by the BC Legislative Assembly as part of 
the broad annual budget review process. Between its inception in 2008 and 2015, the BC carbon tax has 
generated C$6.l billion in revenue, yet corresponding tax cuts have been more than C$7. l billion. Thus 
the tax has not truly been revenue neutral to date, a point considered below. Slightly more than half the 
tax cuts have been directed to businesses and the remainder, to households. 

Figure I illustrates the distribution of actual and planned uses of the carbon tax revenue from the tax's 
inception in Fiscal Year 2008-09 through 2017-18. From implementation to 2012, virtually all tax 
revenues were recycled through tax rate cuts and credits in personal and business tax rates, many 
targeting low-income households. Starting in 2012-13, when the tax rate reached its target rate of C$30 
and revenues climbed accordingly, some of the revenue started to be targeted for specific business 
purposes. For example, in that year, a portion of the carbon tax revenue was directed to an "interactive 

3 A tme assessment ofrevenue neutrality requires knowledge of what government would have done in the absence 
of the tax. It is possible, for example, that some of the tax cuts that were made concurrently with the tax would have 
been made even without implementation of the tax. 
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digital media tax credit." The dynamic began to change considerably from 2013-14 onward, first with 
certain exemptions (to greenhouse growers and then to the broader agricultural sector (Rivers and 
Schaufele (2015)), which slightly lowered the tax base, and a partial reversal of the corporate income tax 
rate cut, which reduced those broad business tax cuts as a use of revenues. After that point, virtually all 
the tax's revenue growth has been targeted to corporate tax credits in certain sectors, in particular the 
motion picture industry. What began as use of carbon tax revenues for general tax reform to reduce 
distortions and promote economic growth (straight out of the economist's playbook) appears to have 
evolved into a system with some "industrial policy" objectives of promoting certain sectors. 

Figure 1. Distribution of uses of BC carbon tax revenues, 2008-2018 
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Notes: The solid line represents revenue from the carbon tax; the bars represent expenditures of carbon tax revenue. Values for 
FY2015-16 and beyond are forecasts from the most recent budget. 

Effect on BC Emissions 
British Columbia's carbon tax was implemented with the aim ofreducing GHG emissions. Determining 
the success of the policy in this regard requires comparing actual GHG emissions in the province after the 
policy was implemented with a counterfactual scenario estimating emissions in the province in the 
absence of the tax. As with other evaluation studies, constructing the counterfactual scenario is the key to 
successfully identifying the effect of the policy. Empirical studies of the carbon tax have taken either a 
numerical simulation modeling approach or an econometric approach (Table 4). 

In the former approach, models (e.g. computable general equilibrium) are simulated with and without the 
carbon tax, and the effect of the carbon tax is the difference in these two scenarios. The challenge with 
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this approach is that the models require a large number of functional form and parametric assumptions. 
Moreover, these assumptions are typically not validated against empirical data. 

When the literature takes an econometric approach, it typically uses a difference-in-difference approach 
by comparing British Columbia before and after implementation of the tax and to other provinces. The 
challenge with econometric studies is accounting for unobserved variables that are correlated with the tax. 
These variables include other policies or economic conditions. 

Table 4. Summary of studies that estimate the effect of British Columbia's carbon tax on GHG 

emissions and fuel consumption 
Source Method 

British Columbia (2008) Numerical simulation model with 
technological detail 

Beck et al. (2015) Computable general equilibrium 
model 

Elgie and Mcclay (2013) 

Elgie and McClay (2013) 

Rivers and Schaufele (2012) 

Gulati and Gholami (2015) 

Bernard, Guenther, and Kichian 
(2014) 

Difference-in-difference with no 
additional controls 

Difference-in-difference with no 
additional controls 
Difference-in-difference with 
controls 
Difference-in-difference with 
controls 

Time series analysis 

Results 

5% reduction in GHG emissions 

8.5% reduction in GHG gas 
emissions 
18.8% reduction in per capita 
sales of petroleum fuels subject 
to the tax 
9% reduction in per capita GHG 
emissions (data to 2011 only) 
11-17% reduction in per capita 
gasoline sales 
15% reduction in residential 
natural gas demand; 67% 
reduction in commercial natural 
gas demand 
7% reduction in per capita 
gasoline sales 

In the original Climate Action Plan that accompanied introduction of the tax, modeling work using the 
CIMS energy-economy model suggested that the tax would reduce GHG emissions by about 3 Mt CO2 

annually by the year 2020 in the absence of any other policies (British Columbia 2008, 20), or by roughly 
5% compared to the reference case ( counterfactual) forecast. 

Beck et al. (2015) conduct a similar analysis using a computable general equilibrium model and estimate 
that the tax is likely to reduce GHG emissions by 8.5% relative to the counterfactual scenario. 

Recent work uses data on fuel consumption and GHG emissions from after the tax's introduction to 
estimate the effect of the tax on emissions. Most studies use a difference-in-difference approach, 
comparing fuel sales in British Columbia to those in other provinces, and comparing periods before and 
after the tax's introduction, as in Figure 2. Elgie and McClay (2013) conduct such a study, comparing 
trends before and after the tax's introduction in British Columbia and other provinces. They find roughly 
a 19% reduction in per capita sales of fuels subject to the tax over the 2008-2012 period relative to fuel 
sales in other Canadian provinces. Importantly, they find that for fuels not subject to the carbon tax, such 
as aviation fuel, there was no emissions reduction. In the same study, they use a different data set on 
aggregate GHG emissions and find a 9% reduction in per capita GHG emissions. Notably, their analysis 
does not control for any other factors affecting petroleum sales, so although their analysis is suggestive of 
a strong effect from tl1e tax, it i~ not possible to interpret that effect as causal evidence. 
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Figure 2. Trends in gasoline and diesel fuel oil sales in British Columbia and the rest of Canada, 2005-
2012 
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Rivers and Schaufele (2012) estimate the effect of the BC carbon tax on gasoline sales. They conduct a 
difference-in-difference-type analysis as above but include controls for other covariates that could affect 
gasoline sales, such as income, prices, the business cycle, and public transit investments. Their 
coefficients suggest that at $30/t CO2, the carbon tax caused a reduction of 11-17% in. gasoline sales. 
They note that this effect is much larger than would be expected if consumers responded to the carbon tax 
in the same way that they responded to other changes in gasoline price. 

Gulati and Gholami (2015) analyze residential and commercial natural gas sales using a similar 
difference-in-difference approach. Like Rivers and Schaufeie (20i2), they find that the carbon tax appears 
to have reduced commercial natural gas consumption by a larger amount than would be expected on the 
basis of the normal response to changing commercial natural gas prices. In the case of residential natural 
gas consumption, however, they find no such amplified response to the tax relative to the natural gas 
price; for residential consumption, their estimates suggest that the carbon tax likely reduced consumption 
by about 15%. 

Bernard, Guenther, and Kichian (2014) conduct a time series analysis of the effect of the carbon tax on 
gasoline sales in British Columbia, using monthly data on sales, excise taxes, the carbon tax, and gasoline 
price. They find that both carbon taxes and excise taxes cause a much larger reduction in gasoline sales 
than other price movements, and overall they estimate a reduction in per capita gasoline sales due to the 
carbon tax of some 7%. 

The estimates reported in Table 4 use quite different methods but reflect overall effects that are of roughly 
the same magnitude, providing analysts with some confidence in them§ On the basis of these results> it is 

treasonable to claim tqat the effect of the tax was to reduce fuel cons11D:1JJ_tio4 ~11q GH.;9. e..mi~s.i,on~ ~ . ..,..I5.%i 
Hn British Columbia. 
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Effect on the BC Economy 
A carbon tax will induce taxed parties to reduce emissions up to the point that the marginal cost of the 
reduction just equals the tax. If the tax is set commensurately with the marginal benefit from emissions 
reduction, an economically efficient outcome can be achieved. Because the marginal damage or "social 
cost of carbon" can be difficult to estimate (Pizer et al. 2014), the carbon tax may not be set at the social 
optimum. Nevertheless, any tax rate should achieve a given level of emissions reduction at the lowest cost 
possible because it equalizes the marginal cost ofreductions across all parties subject to the policy. 

Despite assurances from economists that carbon taxes represent a cost-effective approach to reducing 
emissions, many policy makers and public citizens fear that they might impose a large burden on the 
economy. Such a burden might arise by raising prices for particular goods and by causing firms to reduce 
output and consumers to reduce demand in response. These economically depressing actions generate 
discomfort about the broader impacts of the tax on overall economic activity. Particular concern is often 
focused on how the tax might affect employment. 

These public concerns about the negative economic impact of carbon taxes are cast against a number of 
economic stndies suggesting that modest carbon taxes are unlikely to cause significant negative impacts 
and in some cases may have a positive effect on economic output (Anderson et al. 2007). The idea that a 
carbon tax could lead to economic growth is known as the double dividend hypothesis. The critical factor 
here is that the BC carbon tax is revenue neutral and used to reduce income taxes on BC households, as 
discussed above. Because income taxes introduce price distortions that reduce economic output, lowering 
income taxes through the introduction of a carbon tax can produce a double-dividend effect, wherein the 
tax not only reduces GHG pollution, but also raises total economic output (Pearce 1991; Tullock 1967). 
This double dividend suggests that the net economic effect of a carbon tax could be positive under some 
circumstances.4 Some researchers have offered a challenge to the robustness of the double dividend on 
theoretical grounds (Bovenberg and Goulder 2000; Fullerton and Metcalf 1998), a challenge the BC 
carbon tax can put to the test given its size and use of revenues to directly reduce other taxes. 5 

British Columbia's Economic Growth under the Carbon Tax: Descriptive Statistics 
An analysis whether the carbon tax has modified economic performance in British Columbia can start 
with simple observations of GDP per capita relative to the rest of Canada, which suggest either a slightly 
higher performance-Elgie and McClay (2013) comparing growth rates after the introduction of the tax in 
2008-or slightly lower performance-Metcalf (2015) comparing relative growth rates of British 
Columbia before and after the tax was imposed. For instance, the real annual GDP growth rate from 
2008-13 was 0.5% in BC and 0.4% in the rest of Canada.6 But the more important key point, 
acknowledged by both stndies, is that no defensible conclusions can be drawn without a statistically 
rigorous assessment that controls for the wide range of factors other than the carbon price that may have 
affected economic performance in British Columbia and the other Canadian provinces to which that price 
is being compared. 

4 Of course, the full economic impact of the tax is intended to be positive once the reduced environmental damages 
from climate change are taken into account. The reversed negative impact referenced here speaks to the cost side of 
the equation, wherein the costs to the economy could be negative if the carbon tax is used to reduce distortionary 
taxes, as they are in British Columbia. 
5 As mentioned above, the BC government has reduced other taxes by more than the revenues taken in by the carbon 
tax, by amounts ranging from 2% to 35% per year (Metcalf 2015). Thus the tax has not been strictly revenue neutral, 
and any economic growth benefit that does accrue to tax reduction cannot entirely be attributed to the carbon tax. 
6 Data from Statistics Canada, 2015. Table 384-0038. 
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Evidence from Economic Modeling and Econometric Studies 
In its first comprehensive review of the carbon tax (British Columbia Ministry of Finance 2013), the 
government conducted a numerical modeling study to estimate the effect of the tax on economic 
indicators. The review states that, "Economic analysis conducted for the carbon tax review indicates that 
BC's carbon tax has had, and will continue to have, a small negative impact on gross domestic product 
(GDP) in the province." However, details of the analysis were not provided in the review, and subsequent 
efforts to obtain the results of this analysis from the government were unsuccessful. 

Beck et al. (2015) use a computable general equilibrium model of the Canadian economy to simulate the 
expected macroeconomic consequences of the BC carbon tax. Their simulations show a drop in 
household welfare of 0.08%, which is affected by the recycling of carbon tax revenues, and a decline in 
welfare of 0.13 % if tax revenues were not used to offset tax breaks. These findings support the "weak" 
double dividend hypothesis that revenue recycling can mitigate economic losses from a carbon tax but not 
the "strong" double dividend hypothesis that the tax generates net economic growth on net. 

Beck et al. (2015) and the British Colun1bia Ministry of Finance (2013) develop estimates of the impact 
of the carbon tax with model simulations of the policy with and without the tax. This approach contrasts 
with econometric studies, described below, that estimate observed economic outcomes against 
counterfactual statistical estimates of the outcomes without the policy. As with estimating the effect of the 
tax on emissions, these two approaches embody different assumptions, making a comparison of the 
approaches useful. 

Metcalf (2015) uses econometric analysis to test whether growth rates in British Columbia differed from 
the rest of Canada after imposition of the carbon tax. He does so using difference-in-difference 
regressions of provincial GDP from 1999 to 2013, while controlling for other factors~ He finds no 
istatistically significant effect of the carbon tax on the province's economic growth. Metcalf asserts this 
finding is unsurprising, given the relative size of the tax burden, which accounts for only 5-6% of all tax 
revenue. He also suggests that the economic benefits of the tax cuts may have counter-balanced the direct 
negative effects of higher energy prices, which is the intention of an environmental fiscal reform such as a 
revenue-neutral carbon tax. 

Yamazaki (2015) explores labor market effects cf the BC carbon ta':.~ He develops a partial equilibrium 
demand model for labor as a function of the carbon tax. With data from 2001 to 2013, he employs 
econometric methods to estimate a labor demand function using industry-level data on employment 
across provinces, controlling for industry, province, and time-fixed effects as well as the emissions 
intensity and trade intensity of an industry. His results indicateinegative employment effects for 

fomissions-intensive and trade-exposed (BITE) sectors in British Columbia but positive effects for non
iEITE sectors and for the labor market overall. For instance, he estimates a 30% drop in employment in 
basic chemical manufacturing but gains in other sectors that more than make up for it. Yamazaki tests 
whether this effect is purely a demand effect or how much of it is due to supply shift-for instance, labor 
induced into the market by pro-growth tax cuts. He finds evidence that the supply effect is stronger than 
the demand effect, suggesting that the policy caused new labor to enter into the market. This shift also 
created a decline in the wage rate, which is expected if the labor supply shift dominates the demand shift. 
This result appears to imply that the tax created additional lower-wage jobs and thus may have nuanced 
distributional consequences, though these issues were not directly addressed in the paper. 

The studies just referenced examine economic effects across all economic sectors, some of which may be 
considered more exposed to economic hardship than others. One sector with the potential for 
disproportionate impact is agriculture; British Columbia has an active flow of agricultural exports and 
imports to and from other countries, including the United States, whose producers do not face a carbon 
price. BC agriculture was subject to the tax from 2008 to 2011, but as described above, the BC 
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government opted to effectively exempt parts of the agriculture sector after 2012 under the premise of 
trade and competitiveness concerns (BC Ministry ofFinance 2013). Rivers and Schaufele (2015) 
examined whether the imposition of the carbon tax between 2008 and 2011 affected BC agricultural trade 
flows. Using econometric estimation of trade flow (net exports and imports) equations, and controlling 
for heterogeneity and other key factors, they could find no statistically significant impact of the carbon 
price on BC agricultural trade flows.r 

In summary, empirical evidence on the effects of the BC carbon tax on economic performance-though 
based on a somewhat limited number of studies--suggests little net impact in either direction; There is 
some evidence of negative effects in emissions-intensive sectors, such as cement, but the positive impacts 
in other sectors appear to compensate for those effects. 

Distributional Effects within British Columbia 
A persistent concern relating to taxes on energy, carbon, and certain other types of consumption goods is 
that they can be regressive, weighing more heavily on low-income than on high-income households. The 
basis for this concern is illustrated in Figure 3, which uses data from the annual Survey of Household 
Spending conducted by Statistics Canada to estimate expenditure on energy goods as a share of income. 
Households in the lowest-income decile in British Columbia report spending approximately 10% of total 
income on carbon-based energy goods ( electricity is excluded from this figure because it is nearly 100% 
carbon free in British Columbia, and so is not significantly impacted by the carbon tax). The large 
majority of expenditures for these goods are for gasoline, at approximately 7% of total income. In 
contrast, households in the upper half of the income distribution reported spending only about 4% of total 
income on energy goods. All else equal, it follows that increases in the price of energy goods resulting 
from a carbon tax would reduce disposable income by a larger amount for lower-income households than 
for higher-income households. 

Figure 3. Expenditure on energy as a share of income by household income decile for BC households 
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Implementation of the carbon tax was sensitive to this issue. The revenue recycling system that 
accompanied the tax's introduction allocated a substantial portion of the total revenue that was collected 
by the tax to low-income households, with the goal of alleviating concerns related to its distributional 
incidence. The revenue recycling mechanisms include the Low Income Climate Action Tax Credit, which 
(in 2011) returns as much as $115.50 per adult and $34.50 per child to households with incomes ofless 
than $31,700 (for singles) or $37,000 (for couples). In addition, reductions in the personal income tax rate 
were implemented on the first two income tax brackets (a 5% reduction in the tax rate for households with 
income up to about $75,000), resulting in a larger reduction in the average tax rate for low-income 
individuals compared with high-income individuals. 

Some analysis has been conducted to determine the ultimate incidence of the tax, accounting for the 
revenue-recycling mechanisms that target low-income households. The original government document 
that accompanied the tax's introduction presented many simulations of the tax's impact on different types 
of households (British Columbia 2008). The model used for these simulations was very simple in that it 
did not account for changes in behavior following the tax, assumed 100% pass-through of the tax, and did 
not account for price changes other than energy goods. It suggested that, in 2008 and 2009, the tax would 
result in an increase in disposable income for three prototypical low-income households with incomes of 
$30,000 (a single mother, a senior couple, and a senior single). Overall, said the government, "Low 
income families are protected ... most will be better off' (British Columbia 2008, 14). 

Lee and Sanger (2008) use a similar static model to examine distributional incidence, but they also 
included indirect expenditures on carbon by assuming a carbon content for non-energy expenditures. Like 
the government's analysis, their analysis uses a simple micro-simulation model and assumes no 
behavioral response on the part of households to the tax. It also assumes that the entire incidence of the 
tax is passed forward to consumers. Lee and Sanger project that the carbon tax would be "moderately 
progressive" in the first year of its introduction. However, they find that the schedule of carbon tax 
increases from 2008 to 2012 is more aggressive than the accompanying measures targeting low-income 
households, such that the tax is forecast to be "moderately regressive" without further increases in the 
low-income tax credit. Figure 1 supports this conclusion, showing the steadily declining fraction of total 
tax revenues that are used to support low-income households. More precisely, by 2011-2012 they find 
that the tax and coupicd revenue recycling mechanisms would result in a 0.3% reduction in income for 
households in the lowest-income quintile, and a 0.2% increase in income for households in the highest
income quintile. 

Beck et al. (2015) conduct an analysis of the distribution of the tax using a computable general 
equilibrium model, which allows them to estimate the impact of the tax on both expenditures as well as 
on sources of income (i.e., they do not assume complete pass-through of the tax to consumer prices but 
instead estimate the incidence of the tax on the basis of the model's properties). They find that even 
before the revenue recycling measures are considered, the BC carbon tax is "highly progressive." They 
suggest that this finding is a result of the tax incidence falling partly on wages ( and partly on the prices of 
energy goods). Because low-income households derive most income from government transfers, they are 
insulated from falling real wages. In contrast, high-income households derive most income from wages 
and so bear most of the incidence of the tax. Beck et al. (2015) also report that the revenue recycling 
measures make the tax more progressive. 

Beck, Rivers, and Y onezawa (2015) use a similar model to estimate the differential impacts of the tax on 
urban and rural households, a key point of contention related to introduction of the tax. They find that 
rural households were initially disadvantaged by the tax, but that the introduction of a northern and rural 
homeowner tax credit was sufficient to make these households net beneficiaries, on average, from the tax. 
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Public Perception of the Tax 
Although carbon taxes have long been supported by economists and other policy analysts advocating for 
cost-effective reduction of GHG emissions, their implementation has been limited by a concern that 
public support for such measures lags significantly behind support by economists. Implementation of the 
tax in British Columbia allows decision makers to understand how public support for a carbon tax unfolds 
after the tax has been implemented. 

Residents of British Columbia have been polled regularly regarding their support for or opposition to the 
carbon tax. The polling firm Environics has conducted polls roughly annually since the tax was 
introduced. These polls use a standard survey methodology, sampling between 1,000 and 2,000 randomly 
selected residents by telephone in each survey wave. Respondents both in and outside the province have 
been asked about their perception of the tax; residents in British Columbia have been asked whether they 
support the tax, and those outside the province, whether they would support introduction of a similar tax 
in their province. Responses are categorized as strongly support, somewhat support, somewhat oppose, 
and strongly oppose. In the following results, the two categories of opposition are aggregated as are the 
two categories of support to summarize the overall level of opposition to the tax as well as to explain 
opposition to the tax as a function of demographic and other variables.7 

Figure 4 shows the main results of this polling over time. Over all waves of the survey in the figure, the 
carbon tax was strongly or somewhat supported by 50.5% of BC respondents and strongly or somewhat 
supported by 51.4% of respondents in other provinces. Support for the policy generally improves over 
time, although unevenly. In particular, respondents appear more favorable to the tax in polls taken in the 
November 2011 and later waves of the survey (support for the carbon tax in November 2011 and later 
polls was 57.7 compared with 46.2% prior to November 2011). 

7 This analysis is based on the Environics Institute for Survey Research Microdata files, which contain anonymized 
data collected for Focus Canada All computations on these microdata were prepared by the authors, who bear 
responsibility for the interpretation presented here. 
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Figure 4. Polling results on the BC carbon tax, 2008-2014 
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Table 5 shows the results of a regression analysis that predicts opposition to the carbon tax based on 
selected demographic and other variables. In the first four columns, the analysis models opposition to the 
carbon tax as a discrete variable that takes on a value of one if the respondent indicates that he or she 
somewhat or strongly opposes t..lie tax and zero if he or she some\vhat or strongly supports the tax 
( observations with no response or an uninformative response are dropped). The first column uses a iinear 
probability model for the entire sample. The second column restricts the sample to respondents in British 
Columbia, and the third and fourth columns use the entire sample, but with probit and logit functions, 
respectively. The fifth column uses the entire sample and a linear model but adjusts the dependent 
variable so that a value of 4 indicates strong opposition, 3 indicates some opposition, 2 indicates some 
support, and 1 indicates strong support. 
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Table 5. Regression results for the determinants of opposition to the BC carbon tax 

Dependent variable: opposetax(0-1) oppose/1-4) 

OLS OLS probit logistic OLS 

(l) (2) (3) (4) (5) 

Age: 55 or more 0.007 0.028 0.019 0,03 0.027 

-0.0ll -0.03 -0.028 -0.044 -0.023 

Age: less than 30 -0.113"' -0.074 -0.294 ... -0.475° .. -0.238*** 

-0.018 -0.053 -0.046 -0.075 -0.038 

Income: 30,000 to o.ms" 0.052 0.090 .. O.l45°
0 

0.053* 
60,000 

-0.014 -0.038 -0.035 -0.057 -0.03 

Income: 60,000 to 
0.039 .. 0.06 0.100" 0.160 .. 0.094*** 

80,000 

-0.016 -0.045 -0.042 -0.068 -0.035 

Income: 80,000 to 
100,000 

0.014 0.02 0.035 0.057 0.025 

-0.017 -0.045 -0.043 -0.069 -0.036 

Income: less than 
0.044"

0 0.01 I 0.114 ... 0.184° .. 0.062* 
30,000 

-0.015 -0.044 -0.04 -0.064 -0.033 

Community: Small 0.064 ... O.Q38 0.163' .. 0.262 ... 0.165*** 

-0.01 -0.027 -0.025 -0.041 -0.021 

Region: Rest of 
-0.009 -0.024 -0.039 -0.008 

Canada 

-0.014 -0.037 -0.059 -0.031 

Gender: Female -0.068"' -0.077' .. -0.176' .. -0.282 ... -0.146*** 

-0.01 -0.027 -0.025 -0.04 -0.021 

Year: 2009 -0.073"' -0.071 -0.187' .. -0.300° .. -0.173*** 

-0.018 -0.047 -0.046 -0.074 -0.039 

Year: 2010 -0.051"' -0.045 -0.132°" -0.212· .. -0.117*** 

-0.018 -0.047 -0.046 -0.074 -0.039 

Year: 2011 -0.161"' -0.143 ... -0.411"' -0.658'" -0.387*** 

-0.018 -0.046 -0.045 -0.073 -0.038 

Year: 2012 -0.181"' -0.228' .. -0.465"
0 -0.747 ... -0.404*** 

-0.019 -0.052 -0.048 -0.078 -0.04 

Year: 2013 -0.126'" -0.113" -0.323'" -0.517 ... -0.298*** 

-0.018 -0.047 -0.046 -0.074 -0.039 

Year: 2014 -0.147°" -0.167 ... -0.376 ... -0.603 ... -0.398*** 

-0.019 -0.046 -0.048 -0.077 -0.04 

Constant 0.574'" 0.577"
0 o.1s9··· 0.304 ... 2.812*** 

-0.021 -0.042 -0.053 -0.085 -0.044 

Observations 10,339 1,357 10,339 10,339 10,339 

Note: The first column is a linear probability model on all survey respondents wherein the dependent variable is a dummy that 
takes on a value of 1 if the respondent opposes (somewhat or strongly) the carbon tax. The second column restricts the sample 
to BC residents. The third and fourth columns are similar to the first but with probit and logit specifications, respectively. The 

16 



fourth column uses a numerical dependent variable that takes on a value of 4 if the respondent strongly opposes the tax and 1 
if the respondent strongly supports the tax (with 2 and 3 for somewhat support and oppose). 

Coefficient estimates in all models are similar in sign and meaning. In particular, young people (under 30) 
are much less likely to oppose the tax than others. On average, being young reduces the probability that a 
respondent states opposition to the tax by 11 percentage points. Given that the average level of support for 
the policy is about 50%, this finding implies that young people are more than 20% more likely to support 
a carbon tax than older people. Likewise, people in high-income households (more than $100,000 per 
year) are significantly less likely to oppose the tax than others. In fact, opposition to the tax increases 
smoothly with reductions in household income and is highest for the lowest-income households. 
Specifically, households with an income of less than $30,000 per year have a probability of supporting 
the tax that is about 4.4 percentage points lower than households with incomes greater than $100,000. 
Households in small communities (fewer than 100,000 people) are also significantly more likely to 
oppose the tax. The analysis suggests that households in small communities have a 6.5% greater 
probability of opposing the tax than residents of large cities. Likewise, males are much more likely (by 7 
percentage points) to state opposition to the tax than females. Support for the tax does not appear to be 
different in British Columbia than in other parts of Canada, as suggested in Figure 4. Finally, opposition 
to the tax appears to have declined substantially over time, consistent with the trends in figure 4. 

The model can be used to construct a profile of respondents who are most likely to support the tax and 
those who are more likely to oppose the tax. For example, a middle-aged male, with low or middle 
income, living in a small community has roughly a 70% chance of opposing the tax. On the other side, a 
young female ·with high income living in a large urban area has less than a 40% chance of opposing the 
tax (i.e., more than 60% probability of supporting the tax). 

In addition to survey responses from telephone polls, elections provide another useful point of evidence 
relating to public support for the carbon tax. British Columbia has fixed election dates, and elections were 
held within one year of the tax's introduction (in May 2009). Polling from this period suggests that BC 
residents were roughly evenly divided on the carbon tax, which was certainly a key issue for voters at the 
time of the election. As mentioned above, the main opposition New Democratic Party ran an "Axe the 
tax" campaign, promising to replace the ta.x with a cap-and-trade system if elected (Harrison 2013). The 
incumbent Liberal party, which introduced the tax, won both the popular vote and seat shares, which 
changed iittie compared with share after the 2005 eiection. Importantly, environmental NGOs were strong 
supporters of the carbon tax and active during the election; they likely played a role in the election 
outcome, in particular by encouraging some environmentally motivated voters to support the Liberals, 
normally considered the business-friendly party in British Columbia. By the time of the 2013 election, the 
New Democratic Party had changed its position on the carbon tax, such that the tax was no longer an 
important election issue. 

Conclusion and Policy Implications 
British Columbia has given the world perhaps the closest example of an economist's textbook 
prescription for the use of a carbon tax to reduce GHG emissions. The tax covers a wide base, started low 
to ease the transition, and rose to a more substantive level, roughly in line with recent mid-range estimates 
of the marginal damages per ton or the "social cost of carbon" (Pizer et al. 2014) and the highest broad
based carbon price in practice today (2015). The intended use of tax revenues is to lower preexisting 
distortionary income taxes on businesses and households as well as to target transfers to presumptively 
disadvantaged low-income households. Reporting of the sources and uses of carbon tax funds is subject to 
a highly transparent process, under which politicians and their constituencies can track how the revenues 
are used each year. Given these features, the BC carbon tax provides an excellent field test of a widely 
prescribed policy. 
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This analysis has assembled and reviewed existing studies of the BC carbon tax's effect on emissions, 
economic performance, distributional outcomes across household-income levels, and public acceptance. It 
also presented an original statistical analysis of household perceptions of the tax in British Columbia or a 
hypothetical similar tax in other Canadian provinces. Although the published work in this area is fairly 
thin in quantity, findings are fairly consistent across studies within a category and are consistent with 
economic and demographic theory. Key messages from this assembled body of work follow. 

Signals of Success 
The primary objective of the BC carbon tax is to reduce GHG emissions, and essentially all studies show 
it is doing just that, with reductions 5-15% below the counterfactual reference level. Some studies 
suggest that the tax has an amplified effect on fuel-consuming (emitting) behavior above that produced by 
an equivalent change in fuel price. Those studies provide a range of explanations, and also find 
consistency with results on other taxes and policy interventions that produce outsize responses. 

A secondary goal of the carbon tax is fiscal reform-to enable the use of a tax on "bads" (pollution) to 
displace a tax on "goods" (labor and capital), with the attendant possibility that a double dividend
pollution reductions and economic growth-might be produced. The evidence, although not decidedly 
pointing to a strong fonn of double dividend, tends to show no statistically significant effect at all on net 
growth for the province. At minimum, this finding suggests any negative economic effects are minimal. 
Studies do not estimate the economic benefits from avoided climate change, which would also contribute 
to policy success. 

A main concern regarding implementation of a carbon tax (shared with other consumption taxes) is that 
the incidence of the tax may fall especially on lower-income households. This concern was addressed by 
dedicating a portion ofrevenues to low-income tax credits and to cuts in the lowest-income tax brackets. 
Existing analysis confirms that this measure mitigated any regressive impact of the tax when it was 
implemented. However, there is debate about the incidence of the tax as it was scaled up, because tax 
rebates for low-income households were not increased proportionately to the tax rate. The body of 
research does agree that the overall effects on distribution of income are likely to be small. 

Although economists often prescribe carbon taxes, implementation is rare because of limited public 
support. Implementation of the carbon tax in British Columbia provides a case study of support for a 
carbon tax post-implementation. Using multiple waves of polling data, the analysis presented here finds 
that support for the carbon tax in British Columbia has increased, such that three years after 
implementation it has achieved majority support. 

Shortcomings 
Although the tax appears to be a success on many fronts, it has some potential shortcomings. First, 
although the empirical literature suggests that the tax has reduced emissions from covered fuels in British 
Columbia, no one knows if it has led to emissions "leakage"-that is, whether some observed emissions 
reductions in British Columbia are associated with emissions increases elsewhere. 8 No studies are known 
to have attempted to quantify the magnitude of this effect. 

Second, although the carbon tax in British Columbia was originally implemented as a "textbook" policy, 
with wide coverage, no exemptions, and use of revenue for broad-based tax cuts and low-income tax 
credits, deviations from the policy have occurred in recent years. Exemptions from the tax were granted 
starting in 2012 to some agricultural sub-sectors and in 2014 to liquid fuel use for the entire agricultural 
sector. Rather than attempting to increase the (already wide) coverage of the tax, coverage has been 
slightly narrowed over time. In addition, broad-based tax cuts that accompanied the tax in its original 

8 For an analysis ofleakage from the California cap-and-trade program, see Caron et al. (2015). 
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implementation have more recently been used to support particular industries ( especially the film 
production industry) through targeted tax credits. These trends likely reduce the cost-effectiveness of the 
tax overall. 

Finally, although the tax is now supported by more than half of the BC population, it remains a politically 
difficult policy to implement, because support and opposition are concentrated in particular groups. 
Opposition to the tax remains high in middle- and low-income, older, male, and rural groups, which are 
important electoral demographics. 
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EXECUTI SU RY 

Carbon pricing in individual Canadian provinces-if 

not matched by equivalent carbon prices in other 

jurisdictions-can potentially create competitiveness 

pressures on individual economic sectors. A sector's 

"carbon costs;' as a share of its GDP, and its "trade 

exposure" are two key determinants of these pressures. 

Data analysis for British Columbia, Alberta, Ontario, 

and Nova Scotia suggests that these pressures are 

significant for only a few sectors, representing only 

a small share of total provincial economic activity. 

Overall, the business community should not perceive 

carbon pricing as a significant economic threat. 

The identification of competitiveness pressures also 

relies on firm-level data that is generally not publicly 

available. Differences in cost structures among firms 

within a sector, firms' abilities to influence their selling 
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prices, the extent of firms' responses to carbon pricing, 

and the stringency of policies in other jurisdictions 

all need to be examined to determine which firms 

are genuinely exposed to competitiveness pressures. 

Policymakers wi!! need access to firm-level data to 

assess the credibility of firms' claims of significant 

exposure. 

For those firms and sectors facing genuine 

competitiveness pressures, governments can design 

the carbon pricing policy to address these challenges 

while still retaining the policy's overall effectiveness 

at reducing greenhouse gas emissions in a cost

effective manner. Any measures designed to 

support specific firms or sectors should be targeted, 

transparent, and temporary. 
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1. Introduction 

Canada's Ecofiscal Commission has previously made the case that 

Canadian provinces stand to benefit from implementing broad-based 

carbon pricing policies.' By altering market incentives, carbon pricing 

drives reductions in greenhouse gas (GHG) emissions, contributing 

to global efforts to avoid costly impacts of climate change. Carbon 

pricing also creates incentives for innovation, helping to position 

Canadian firms to compete in increasingly carbon-constrained 

markets. Carbon pricing may also improve market access for 

Canadian resource products. Finally, carbon pricing achieves these 

outcomes more cost-effectively than alternative, regulatory policy 

approaches. 

Broadly based carbon pricing, while essential for driving a cost

effective reduction in GHG emissions, would represent a very small 

share of the overall Canadian economy. For example, even if 85% 

of Canada's current annual GHG emissions (roughly 700 Mt) were 

priced at $30 per tonne, the revenue raised would be less than 1% 

of Canada's national income, as measured by its gross domestic 

product. In aggregate terms, therefore, the direct economic impact of 

comprehensive carbon pricing would be very small. However, since 

different sectors vary considerably in their emissions profiles, the 

impact of carbon pricing policies will also vary significantly across 

sectors, and even across firms. 

In particular, policy actions by provinces may have a short-term 

impact on the ability of some Canadian businesses to successfully 

compete in their market environments. In the run-up to the UNFCCC 

Conference of the Parties in Paris in December 2015, it is increasingly 

clear that the path toward global climate policy is complex. Even 

though global emissions reductions are the ultimate policy goal, 

not all countries will implement carbon policies at the same pace or 

stringency. During this period of "uneven" policy adoption, Canadian 

provinces implementing carbon pricing may have more-stringent 

policies than other jurisdictions, and these policy differences may 

lead to pressures on a firm's competitiveness. This paper examines 

the extent to which such competitiveness pressures may arise from 

carbon pricing policies implemented by Canadian provinces. 

Only a few regions have already implemented some form of 

carbon pricing-including British Columbia, Alberta, Quebec, 

California, and the European Union. Ontario has recently announced 

its intention to do so in the very near future. China has a number 

of cap-and-trade pilot programs, and India is in the process of 

implementing a carbon tax. While the United States is moving 

forward with national regulations for electricity generation and 

individual states are taking action, no national U.S. carbon price 

seems imminent. Thus far, with the exception of B.C.'s policy, carbon 

prices in Canadian provinces remain less than US$20 per tonne. 

Significant differences in carbon prices across jurisdictions generate 

the possibility that some firms in some regions will experience a 

competitive disadvantage. 

However, the presence of competitiveness pressures need not be 

an obstacle to implementing effective policy for Canadian provinces. 

While such pressures do pose real challenges, they apply only to a 

few industries. The smart design of carbon pricing policy can address 

these challenges by including targeted, transparent, and temporary 

measures of support. 

1 See The Way Forward: A Practical Approach to Reducing Canada's Greenhouse Gos Emissions, Canada's Eco fiscal Commission, April 2015. 
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This paper uses Canadian provincial data to explore the extent of 

the pressures on competitiveness caused by carbon pricing policies. 

Our approach has two main benefits. First, it assesses the scale of 

these pressures, using a transparent, evidence-based framework. 

We find that the pressures on competitiveness are quite small when 

expressed as a share-of the country's total economic activity. Second, 

policymakers and emitters can use our framework to discuss cost

effective policy measures to address competitiveness. 

2. What do we mean by "competitiveness pressures"? 

Competitiveness is a concept that has different meanings, depending 

on the context and the audience. In considering competitiveness 

pressures created by carbon pricing policy, we must be explicit about 

what we mean by the term-as well as what we exclude from the 

relatively narrow definition used here. 

Most generally, any individual firm's competitiveness reflects 

its ability to succeed in its business environment. Within any 

province, its firms' competitiveness depends on multiple factors. 

Corporate income-tax rates, foreign-exchange rates, the prices of 

locally supplied inputs, regulations of various kinds, wage rates, the 

proximity to key markets, the quality of supply chains, the creativity 

of management, and the ability to recruit and retain qualified 

workers are only a few of the many factors that delermine whether 

firms in a given jurisdiction can successfully compete with firms 

elsewhere. Carbon pricing is only one factor in a larger and more 

complex story. 

In the context of carbon pricing policy, competitiveness pressures 

can arise when there is a higher carbon price in one Canadian 

province than in other jurisdictions-either foreign or domestic. In 

these cases, provincial firms competing in national or international 

markets might experience a "carbon disadvantage" relative to firms 

outside the province. Given that Canadian firms have traditionally 

focused much of their trade within the North American market, it is 

the policy differences between the various Canadian provinces and 

between Canada and the United States that are particularly important 

for this discussion. 

In short, carbon competitiveness pressures come from carbon

price differentials between trading partners, not the absolute level of 

the carbon price. Under a uniform global carbon price, for example, 

there would be no competitive disadvantage between Canadian and 

foreign firms.2 On the other hand, using carbon pricing in any one 

province-while other jurisdictions have either no or lower carbon 

prices-can create challenges for firms and industries competing in 

international or interprovincial markets. 

Differences between carbon prices at home and abroad can 

have both economic and environmental implications. When we 

lsthere also a "carbon advantage"? 

This paper focuses on competitiveness pressures created 

by.carbon pdcing>butit is ~lso importantfo recognize 

the opp()rtunities forcreafihg "carbbrl~dvantag~s" for· .. 

Canadian firms. 

···As other jurisdictions implement lheir own ecofiscal 

polic'res, thegl()balmarketfd/low-carboni~noVations . 

naturally grows. lrriplementirigc:arbon prici~g policies will 

make somedomestlc:firms b~1:ter pbsitiohed to compete in • 

this emerging kivv-carbqn glob;I econ;rny(NRTEE; 26i2): · 
··•• Advantag~s aris.~Jn stver~!different ways. The most direct 

· are from carbon~reducirig sectors. R~search>bYMcKinsey 

8' Con,pany (2012), for example, suggests that Cana~ian. · 
fir~-~ cbuld have in~reasfngly valuabl~t~:~petitive .. 

· advantages in sustainable resource development, rnrbon 
capturecind storage, uranium mining and processing, 

and. hydroelectricity expertise. 

Competitive advantages cciulcl a!so corne frorn lhose firrns 

and ihdustries b~tter positibriecl tOtcimpete under carbon 

constraints clS a ~esultoftheir lovve/eniissions int~nsit:y. One 

modelling analy'sisfor Ontario, for e>.<an:iple,fihds that its 

electticity,.pulp ~nd paper, ancl food manufacturing sectors 

'.could have a carbon advantage relative to North American 

cOrnpetitors in ~ c_arbon-constrainedmarket (Sawyer, 2013). 
,· >. - :: , ' , , : ' • ,,,' 

talk about competitiveness pressures in this report, we refer only to 

competitive impacts on industries between jurisdictions with carbon 

prices of different stringency. Provinces with higher carbon prices 

might see some current or future production and investment move 

toward jurisdictions with weaker policies. The result is lost economic 

activity in the home jurisdiction. Leakage is the environmental side 

of the same coin: if economic activity simply relocates to other 

jurisdictions and produces carbon emissions identical to what 

2 A uniform global carbon price would drive a global adjustment away from carbon-intensive activities and would involve important transitional costs. But these costs 
of structural adjustment to a low-carbon world are distinct from the competitiveness pressures we emphasize here. 
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existed in the home jurisdiction, Canadian provinces risk bearing 

the economic costs of lost production or investment with no net 

change in global GHG emissions. 

The impacts on business compeiitiveness will change over time. 

Well-designed carbon pricing policies start with low prices that then 

increase steadily. In the short term, differences between carbon 

prices in Canadian provinces and other jurisdictions will tend to be 

small, and pressures on competitiveness will therefore also be small. 

In the very long term, since it is likely that jurisdictions will converge 

on similar carbon prices, these pressures will also tend to diminish. 

The important pressures on competitiveness are thus most likely to 

appear in the medium term, but only if policy in Canadian provinces 

gets far ahead of policy in other jurisdictions. 

Finally, it is worth noting that most economic research 

has been unable to document a significant impact of carbon 

pricing on investment and production. Most studies of carbon 

competitiveness-for both proposed and historical policies in 

jurisdictions such as the European Union, the United States, and 

Canada-tend to find only small implications for the economy (e.g., 

Quirion & Hourcade, 2004; Aldy & Pizer, 2007; Reinaud, 2008, 2009; 

Barker et al., 2009; Morgenstern et al., 2007; National Round Table on 

the Environment and the Economy [NRTEE], 2009). Recent empirical 

research for the United Kingdom, for example, finds no evidence 

that the competitiveness of firms has been negatively affected by 

that country's climate-change policies (Bassi & Zenghelis, 2014). 

Given the complexity of a firm's competitiveness, and how many 

factors come together to influence it, perhaps it is not surprising 

that empirical studies find no significant relationship between it 

and carbon pricing. 

In sum, we define "competitiveness pressures" from carbon 

pricing more narrowly than the broader concept of business 

competitiveness commonly used in economic discussions. Yet 

using this narrow definition is critical to isolate factors that really 

matter for the good design of carbon pricing policies. Many 

competitiveness issues are entirely independent of carbon pricing 

and should not be conflated. And some outcomes from carbon 

pricing-such as structural changes within industry-are not really 

about carbon competitiveness at all, but instead are part of a cost

effective global transition toward an economy with lower overall 

GHG emissions. The complexity of these issues underlines the 

importance of using data and evidence-based analysis to assess the 

sector-by-sector competitiveness pressures from carbon pricing. 

3. Which sectors are most exposed to competitiveness pressures? 

Only a small subset of the Canadian economy is likely to experience 

competitiveness pressures from carbon pricing. Given that firm-level 

data is not publicly available, we use data at the sector level to consider 

how these pressures vary across the different sectors within selected 

provincial economies. We begin by using two key criteria to identify 

potentially vulnerable sectors: carbon cost and trade exposure. 

Carbon cost measures the dollar value of a sector's carbon-price 

payments as a share of that sector's gross domestic product (GDP)

assuming a carbon price of $30 per tonne of CO2e, the value of 

British Columbia's current carbon tax. This value is also equal to the 

carbon price multiplied by the sector's emissions intensity.3 Sectors 

with higher carbon costs might use more energy, or rely on 

processes that produce substantial GHG emissions. The emissions 

intensity estimated for each sector includes both the direct GHG 

emissions produced by the sector as well as the indirect emissions 

embedded in the electricity used by the sector. The pressure on 

competitiveness therefore reflects the carbon costs from both 

direct and indirect emissions. 

A sector's trade exposure measures the extent to which firms 

in that sector compete with firms from outside their province.4 

Trade exposure matters because it is one key factor in determining 

whether emitters can pass their carbon costs on to their consumers 

in the form of higher prices. If firms sell undifferentiated products 

and are price-takers-as is the case in many international 

commodities markets-they cannot pass province-specific carbon 

costs on to their customers. In this case, the decline in firms' profits 

reflects the decline in their competitiveness. On the other hand, if 

firms sell highly differentiated products and have some influence on 

their products' selling price, some fraction of carbon costs can be 

passed on to both domestic and foreign customers, thus dampening 

the impact of the carbon price on their bottom line. 

3 Carbon cost is measured here as a share of each sector's GDP, assuming that firms' production methods are unchanged. Since most firms will adjust their production 
methods to a carbon price, especially over time, this measure will be an overstatement of the sector's true carbon cost. (In the economic model, real GDP for each 
sector is expressed in 2002 dollars; a carbon price of $30 in 2015 is thus converted into approximately $23 for the same base year.) Alternatively, a sector's carbon costs 
could be expressed as a share of the value of total sectoral revenues. Since revenues are necessarily larger than value added (GDP), this approach would result in 
lower estimates of carbon costs for all sectors. 

4 Trade exposure for a sector is defined as the sum of the sector's imports and exports divided by the sum of the sector's production and imports (California Air 
Resources Board, 2012). A sector with a trade exposure of zero thus has neither imports nor exports. A sector with a trade exposure of 100% exports all the goods it 
produces (exports= production). 
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We examine these two characteristics for various sectors within 

selected Canadian provinces. For reasons of confidentiality, 

provincial-level data with the required sectoral detail is not 

available to the public. Instead, we use "model data," which in 

this case means the data underpinning a regionally disaggregated 

computable general equilibrium (CGE) model. The model contains 

rich sector-level detail on employment, production, and GHG 

emissions. With model data, the sectoral details are a function of the 

model's representation of provincial economies. While the model is 

closely calibrated to provincial data, it remains an approximation of 

provincial economic structure.5 

Which specific sectors are most emissions intensive and trade

exposed in each province? Not surprisingly, it varies across the 

provinces. To highlight these differences, we examine four provinces 

to show the range of exposure to carbon pricing, but also to identify 

specific sectors most likely to be vulnerable. British Columbia shows 

the profile for an economy with a low-carbon, hydroelectric energy 

system. Alberta represents a resource-intensive economy, Ontario 

a manufacturing-intensive economy, and Nova Scotia a small 

economy with only a few specific emitters. 

Below, we consider key details for each of the four provinces. These 

points highlight differences and similarities between provinces, but 

also draw out insights about vulnerable sectors in each case. Overall, a 

common theme emerges across all four provinces: the vast majority of 

economic activity-including services and other manufacturing-is not 

exposed to significant competitiveness pressures. 

. . . ., 

}\:gures la, lb, le and ld show howspPcific sectors in thes~ four provinJes are more or less exposed to pressures created by carbon 

pricing. Edch sector is pbtted showing its carbon costs on the vertical axis and its trade exposure on the horizontal axis. The farther a 

sector is positioned toward the upper right-hand corner of the figure, the more vulnerable it is to these two competitiveness pressures. 

The size of the bubble representing each sector shows its contribution lo provincial GHG emissions (red) and GDP (blue). A larger bubble 

indicates a larger ?ector.6 

5 Working with Navius Research, we developed provincial input-output tables (representing the flows of goods and services between different sectors and provinces) for 
2015 based on a CGE simulation of current policy. The model is calibrated to historical provincial data. 

6 Electricity generation does not appear in this analysis as a distinct sector, because the GHG emissions from electricity generation are allocated to the purchasers of the 
electricity in other sectors. These are each sector's indirect emissions, as discussed earlier. 
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Figure la: Competitiveness Pressures by Sector in British Columbia 
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• The cement sector appears to be one of the most exposed to 

competitiveness pressures, with particularly emissions-intensive 

production. Note that much of the GHG emissions produced 

in cement manufacturing come from "process emissions"

those produced during the chemical processes involved in 

cement production-rather than from the combustion of fossil 

fuels. Such process emissions are not currently covered by the 

province's carbon tax. 

Refining is the other particularly emissions-intensive sector 

in B.C., though it is quite small, contributing less than 0.1% of 

provincial GDP and less than 1 % of provincial GHG emissions. 

• The natural gas sector is also exposed to competitiveness 

pressures, and makes up about 2% of provincial GDP. Yet the 

sector is only one-fifth as emissions intensive as the cement 

sector on average.7 Though not shown in the figure, emissions 

intensity varies substantially across different natural gas projects, 

from conventional fields to shale and tight gas plays. 

• Finally, liquid natural gas (LNG) facilities are not included in 

the analysis, as no projects are currently completed. Should 

the sector grow, however, it would likely be quite exposed to 

competitiveness pressures. Interactions with B.C.'s evolving tax 

treatment of LNG facilities would also play an important role in 

determining the sector's overall competitiveness. 

7 The vertical scale in Figure 1 is in log form, so the vertical distance between carbon costs gets compressed as the carbon cost increases. The vertical distance on the 
graph between 1% and 10% is the same as the distance between 10% and 100%. 
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Figure lb: Competitiveness Pressures by Sector in Alberta 
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• A much larger share of Alberta's economy is exposed to 

competitiveness pressures, given the importance of resource 

extraction sectors. The oil and natural gas sectors collectively make 

up around 20% of provincial GDP. Still, interactions with other 

fiscal policies are a critical factor not considered here. In particular, 

royalties paid by oil sands companies are currently based on the 

difference between revenues and the sum of current and capital 

expenditures. As a result, these royalty payments would decrease 

as carbon prices rise, thereby offsetting some of the impact on 

competitiveness (Boskovic & Leach, 2014). 

• Indirect GHG emissions matter much more for provinces that 

rely on coal-fired electricity generation, such as Alberta and 

CANADA'S ECOFISCAL COMMISSION 
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Saskatchewan. With a much more emissions-intensive electricity 

supply, a broad-based carbon price would lead to higher 

electricity costs. On the other hand, switching to gas-powered 

generation likely represents relatively low cost abatement; over 

time, indirect emissions are likely to decline in response to 

effective carbon pricing policies. 

Even though the oil and gas sectors are exposed to competitiveness 

pressures, they are not the most vulnerable sectors in Alberta. 

Fertilizer, chemical manufacturing, and petrochemical 

manufacturing are all considerably more emissions intensive and 

trade exposed-although they are much smaller as a share of the 

economy and thus may present less of a challenge for policy design. 
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Figure le: Competitiveness Pressures by Sector in Ontario 
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Ontario's manufacturing sector is mostly unexposed to competitive

ness pressures from carbon pricing. Other manufacturing, 

including industries such as vehicle and aerospace manufacturing, 

is highly traded, but is generally not emissions intensive. Other 

manufacturing makes up around 15% of Ontario's GDP. 

• Only a few specific manufacturing sectors-steel, chemicals, 

petrochemicals, fertilizer, and refining-display a notable exposure 

to competitiveness pressures. Though collectively these sectors 

make up less than l % of provincial GDP, they are responsible for 

one-quarter of Ontario's industrial GHG emissions. 

CANADA'S ECOFISCAL COMMISSION 
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• Interestingly, some of Ontario's manufacturing sectors may be 

better positioned to compete relative to those in other provinces. 

Ontario's pulp and paper sector, for example, is less emissions 

intensive than the pulp and paper sectors in Alberta and Nova 

Scotia, largely because its electricity supply is less carbon 

intensive, and thus its indirect emissions are smaller. If carbon 

pricing policies were evenly implemented across all provinces, 

Ontario firms could face lower carbon costs and thus have an 

advantage relative to those in Alberta. 
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Figure ld: Corrpetitiveness Pressures by Sector in Nova Scotia 
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Nova Scotia's small size has interesting implications for its 

exposure to competitiveness pressures. A large share of the 

goods it produces-coal, gold, cement, natural gas, pulp and 

paper, and other resources-are exported in competitive 

markets, leading to a very high measure of trade exposure. 

• At the same time, vulnerable "sectors" are often single facilities. 

For example, Nova Scotia has a single cement facility and two 

pulp and paper plants. These are the individual emitters in the 

province likely to be most exposed to competitiveness pressures. 

CANADA'S ECOFISCAL COMMISSION 
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About 10% of the provincial economy is based on other 

manufacturing that has low emissions intensity and carbon 

costs, although considerable trade exposure. 

Future developments in the province-such as additional 

natural gas projects and LNG plants-would likely also be both 

emissions intensive and trade exposed. 
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4. What is the overall scale of competitiveness pressures? 

Figure l illustrates how different sectors are exposed to 

competitiveness pressures from carbon pricing. As discussed, the 

farther a sector is to the top right of the figure (i.e., is more emissions 

intensive and more trade exposed), the more vulnerable it is. But to 

quantify a share of the economy exposed to significant pressures, we 

need to define a specific threshold. We categorize sectors as "more 

exposed" if they have both a carbon cost greater than 5% of GDP 

(measured at a $30 carbon price) and a trade exposure greater than 

15%.8 Figure 2 shows the share of provincial GDP coming from sectors 

deemed to be more exposed. 

Figure 2: The Scale of Competitiveness Pressures for Canadian Provinces, 2015 
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The red bars show the share of GDP in each province coming from sectors with a carbon cost greater than 5% of GDP 
and a trade exposure greater than 15%. 

Source: Canada's Ecofiscai Commission and Navius Research. 

Four main observations emerge from Figure 2. First, the overall 

economic implications of competitiveness pressures are quite small. 

For Canada as a whole, only 5% of the economy is "more exposed." 

With the exception of Saskatchewan and Alberta (to which we return 

below), considerably less than 5% of each province's economic 

activity is exposed to competitiveness pressures. The main reason 

for the large-scale absence of carbon exposure is that services and 

non-traded goods, both of which have very low carbon intensities, 

represent a huge share of modern, developed economies. Canadian 

provinces are no exception. Consider, for example, the case of British 

Columbia. As indicated in Figure 2, that province's carbon tax, which 

applies directly to the use of most fossil fuels, does not have a key 

impact on overall business competitiveness. For non-traded goods 

and services, much of the carbon cost can be passed on to final 

consumers (households and drivers), thus significantly dampening 

the competitiveness pressures on that province's businesses. 

8 These thresholds parallel the American Clean Energy and Security Act (H.R. 2454) proposed in the United States in 2009 (Western Climate Initiative, 2009). H.R. 2454 
defines emissions intensity as emissions per dollar of sectoral production (revenues), rather than per dollar of value added (GDP). Using the 5% threshold in the 
context of carbon costs as a share of GDP is a more conservative approach since it leads to more sectors being classified as more exposed. 
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Second, while the shares of provincial GDP exposed to 

competitiveness pressures are generally small, the exposed 

sectors represent a disproportionate share of total provincial 

GHG emissions, as shown in Table 1. This finding is intuitive: since 

vulnerable sectors are by definition emissions intensive, their share 

of provincial GHGs must be larger than their share of provincial GDP. 

This difference has important implications and a potential tradeoff 

for policymakers. The general concern is that if carbon-intensive 

and trade-exposed firms relocate to regions with lower carbon 

prices, aggregate GHG emissions will not decline. This is the leakage 

problem discussed previously. Emissions in the carbon pricing 

province may decline, only to be replaced by increases in those 

jurisdictions with weaker carbon policies. The global effectiveness 

of carbon pricing policy is undermined if vulnerable sectors simply 

relocate their activitiesto other jurisdictions but leave their GHG 

emissions unchanged. 

If policymakers choose to exempt selected sectors from the carbon 

policy to avoid this competitiveness/leakage problem, they wilt create 

a second important problem. Given a desire to achieve a specific 

emissions-reduction target, the exemption of emissions-intensive 

sectors from carbon pricing would reduce the effectiveness of the 

policy in reducing emissions and would also impose a greater burden 

on the remaining sectors. As is generally the case in issues of public 

finance, the smaller the tax base, the higher the tax rate needs to be 

to generate a targeted outcome. Policy can, however, be designed 

to address this tradeoff white maintaining incentives to improve 

emissions performance. We return to policy approaches below. 

Percentage of GDP from sectors: Percentage of GHGs from sectors: 

less exposed more exposed less exposed more exposed 

British Columbia 98 

Alberta 82 

Saskatchewan 82 

Manitoba 96 

Ontario 98 

Quebec 99 

Nova Scotia 98 

Rest of Canada 100 

Canada (overall) 95 

Third, the magnitude of the competitiveness pressures varies 

widely across provinces. Part of this story is differences in electricity 

mixes: provinces with low-carbon electricity generation-including 

hydro provinces such as British Columbia, Manitoba and Quebec, 

but also Ontario (which phased out coal-powered electricity)-

have much lower indirect emissions. Part of the story is structural: 

emissions-intensive industries make up a larger share of some 

provincial economies. Alberta and Saskatchewan, in particular, with 

strong oil and gas sectors, emissions-intensive electricity generation, 

and significant chemical manufacturing sectors, will have greater 

vulnerability. And part of the story is policy: some provinces have 

already implemented policies to reduce emissions intensity, including 

CANADA'S ECOFISCAL COMMISSION 
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2 78 22 

18 48 52 

18 21 79 

4 57 43 

2 7A 26 ,..., 

1 83 17 

2 64 36 

0 91 9 

5 60 40 

B.C.'s carbon tax, Alberta's Specified Gas Emitters Regulation, and 

Ontario's coal phase-out. 

Fourth, the scale of the overall competitiveness pressures is 

relatively insensitive to changes in the price of carbon, as seen in 

Table 2. We have used a price of $30 per tonne of CO2e to define 

carbon costs, but the share of the economy "more exposed" increases 

only modestly as this price increases considerably. At $60 per tonne, 

7% of the economy is more exposed; at $90 per tonne, 8% is more 

exposed; at $120 per tonne, the number is around 10%. Individual 

emissions-intensive sectors, of course, face higher carbon costs and 

competitiveness pressures at higher carbon prices. But the number 

of sectors that are more exposed does not change significantly. 
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This finding reinforces the idea that competitiveness pressures 

are much more important for some specific industries than for the 

economy overall.9 

Finally, note that the thresholds used to construct Figure 2 are 

somewhat arbitrary. Indeed, different carbon pricing policies and 

policy proposals have used different benchmarks for determining 

vulnerability (for a summary, see Western Climate Initiative, 2009). 

California, for example, categorizes sectors as facing low, medium, 

or high competitiveness "risks" based on specific thresholds for 

emissions intensity and trade exposure (California Air Resources 

Board, 2012). California's criteria appear to be less strict than the 

ones used here, and allow for a very large number of sectors to be 

considered "at risk," even those with very limited trade exposure. 

California uses these categories to determine which sectors are 

allocated free permits under its cap-and-trade system and, as a 

result, has provided a large number of free permits. 

(%of GDP more (% of GDP more (%of GDP more 
exposed) exposed) exposed) exposed) 

British Columbia 2 3 7 9 

Alberta 18 28 28 28 

Saskatchewan 18 20 20 20 

Manitoba 4 5 5 5 

Ontario 2 :; ',! 5 

Quebec l 3 3 5 

Nova Scotia 2 ,-
.) 7 17 

Rest of Canada 0 6 10 10 

Canada (overall) ,j 8 10 

5. What's missing from this analysis? 

We have now examined two of the many factors affecting the 

competitiveness of firms in the context of carbon pricing. And though 

our analysis is useful at identifying potential pressures from the 

policy, it also has some clear limitations, mostly arising from a lack of 

adequate data. There are five reasons why our analysis should not be 

considered a definitive assessment of the competitiveness pressures 

created by carbon pricing. The examination of (confidential) firm-level 

data is required for a more thorough analysis of these pressures. 

1. Firms Respond to Carbon Prices. Our analysis cannot address 

how firms respond to carbon pricing. Rather, it looks only at the 

carbon costs as if firms made no adjustment in their production 

methods. In response to any significant carbon price, however, a 

profit-maximizing firm can be expected to reduce its GHG emissions 

and change its use of emissions-intensive inputs. Of course, this 

is exactly the point of carbon pricing: it induces substitution and 

innovation. Especially over time, these responses can be very 

significant. That these responses are not built into Figure l suggests 

that the carbon costs shown therein, as well as the percentages of 

GDP "more exposed" in Figure 2, should be viewed as upper bounds 

of the actual competitiveness pressures. 

2. Firms Differ Within Sectors. Owing to data limitations, we 

have examined only sectoral averages for carbon costs and trade 

9 The estimated shares of provincial GDP"more exposed" are also relatively insensitive to changes in the trade exposure threshold (15% in Figure 2). Almost all the 
sectors are identified as trade exposed,given that our measure is based on out-of-province trade. Considering only international trade, on the other hand, would 
reduce the number of sectors classified as trade exposed. 
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exposures. Yet different firms within any one sector vary significantly 

in both dimensions. Smaller firms, for example, tend to be less 

involved in exporting to foreign markets than are larger and more 

established firms, although smaller firms may be more vulnerable to 

loss of market share to imported products. In industries characterized 

by ongoing technological change, it is normal to see older production 

facilities operating alongside newer ones. And though both vintages 

of firms may satisfy the requirements of profitability, the older facilities 

typically use older and more emissions-intensive technologies 

than do the newer ones, which embody the latest and cleanest 

technologies. These important differences among firms within any 

sector underline the importance of examining firm-level data to 

determine the genuine competitiveness pressures associated with 

carbon pricing. Sector-level data can be a very useful starting point, 

but it is not sufficient for those designing policy. 

3. Carbon Policy Elsewhere Matters. Our measure of trade 

exposure has an important limitation. We estimate trade exposure 

based on all out-of-province trade, and do not differentiate based on 

specific trading partners. As a result, the metric could overstate risks 

if firms in specific sectors primarily cornpete with firms in jurisdictions 

that have already implemented carbon pricing policies. Given that 

several provinces and U.S. states have implemented carbon pricing 

policy, or are in the process of doing so, competitiveness pressures 

could be lower than suggested in the previous section. Similarly, 

with the United States moving forward with electricity regulations 

through the Environmental Protection Agency, indirect emissions 

from electricity will begin to see increasing carbon costs that will 

be passed on to manufacturers throughout the United States, thus 

reducing the competitiveness pressures faced by Canadian firms. This 

points again to the need for more detailed data. Policymakers need to 

know which foreign markets Canadian firms are exporting to, and also 

receiving imports from, and the extent of carbon pricing policies in all 

those jurisdictions. Genuine competitiveness pressures on Canadian 

businesses cannot be ascertained without such data. 

CANADA'S ECOFISCAL COMMISSION 
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4. Market Details Matter. Another limitation of our analysis is that 

we do not examine the nature of each sector's product and market 

structure. Yet both factors affect the extent to which firms are able to 

pass carbon costs on to their consumers in the form of higher prices. If 

firms sell differentiated products, as is often the case in manufacturing 

industries, they generally have some ability to set their own prices. In 

such settings, firms will be able to pass some part of their carbon costs 

on to consumers. The more firms can pass on these costs, the less 

they are exposed to carbon competitiveness pressures. 

5. Other Policies Affect Competitiveness. Finally, the broader 

policy context is critical. Carbon pricing policy is far from the only 

policy that affects business competitiveness. Other fiscal policies

such as corporate taxes and resource royalty regimes-play a major 

role. These various policies could also interact, depending on policy 

details. For example, if carbon costs are tax deductible for firms, the 

total amount paid in corporate income taxes could decrease under 

carbon pricing policy. It is also worth noting that revenues raised 

from a carbon pricing policy could be recycled back to the economy 

in a way that enhances business competitiveness. An example is in 

British Columbia, where part of the revenues raised by the carbon tax 

finance the reduction in the corporate income-tax rate, which is now 

the lowest in Canada. The combination of higher carbon taxes and 

reduced corporate income taxes could well lead to an improvement 

in the competitiveness of some businesses, and this is one option that 

policymakers in all Canadian provinces have at their disposal. Another 

option is to use carbon pricing revenues in more targeted ways to 

support vulnerable industries. as we discuss below. 

In short, when attempting to identify the genuine competitiveness 

pressures on Canadian businesses created by the introduction of 

carbon pricing, it is not sufficient to rely only on an examination of 

each sector's emissions intensity and trade exposure. These two 

metrics have clear limitations and must be used carefully, and several 

other factors must also be examined. Figure 1 may be a useful starting 

point for policymakers, but by itself, it is not an adequate basis for the 

design of good policy. 
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6. What are the implications for policy? 

Based on the analysis presented here, six principal lessons emerge 

for Canadian provinces considering how best to implement carbon 

pricing policies while also recognizing the importance of potential 

pressures on business competitiveness. 

1. Competitiveness pressures from carbon pricing 
should not be overstated. 
Competitiveness pressures do pose real economic and environmental 

challenges-but only for a small number of industries and a very 

small share of total economic activity. Most provincial economies 

are not both emissions intensive and trade exposed, and so are not 

highly vulnerable to competitiveness pressures. Moreover, as more 

Canadian provinces and U.S. states move forward with carbon pricing 

policies, these pressures are further diminished, suggesting that even 

the competitiveness pressures identified in this paper may overstate 

the actual impact on business. Also, as emitters respond to the 

carbon price over time, by reducing emissions and improving energy 

efficiency, their carbon costs will fall. Overall, the business community 

should not perceive carbon pricing as a significant economic threat. 

2. Competitiveness pressures should neither preclude 
nor delay policy action. 
It is possible to move forward on policy using targeted support. This 

support does not require the blanket exemption of vulnerable sectors, 

which would undermine the policy and increase the burden on the 

remaining sectors. Instead, cap-and-trade systems-such as those in 

California and Quebec-can provide limited emissions permits for free 

based on production or emissions intensity. Experience and economic 

research suggests that such "output-based allocations" can offset 

competitiveness pressures (Fischer & Fox, 2004, 2009a; Rivers, 2010). 

In the case of a carbon tax, the equivalent policy is a rebate to firms 

based on their production levels (Fischer & Fox, 2009b). In both cases, 

emitters still have incentives to reduce their GHG emissions but have 

dampened incentives to reduce their production.10 

3. Support for vulnerable sectors should be targeted. 
Providing any free permits generates two challenges for policymakers. 

First, by treating some firms or sectors differently from others, free 

permits can be divisive and can undermine the political acceptance 

of the policy. Second, the more permits are provided for free, the 

less carbon pricing revenue is generated. Forgoing revenue means 

having less opportunity for revenue recycling through, for example, 

reducing existing taxes. These challenges point to the importance 

of policymakers identifying the genuine competitiveness pressures 

created by the policy, and altering the policy design only to deal 

with these situations. At the same time, they will need to resist the 

claims from those entities that might exaggerate their own exposure 

to such pressures. 

4. The process and mechanisms for providing support 
should be transparent. 
While only some sectors and firms will face significant 

competitiveness pressures, all firms have incentives to seek additional 

support from government. A transparent, data-driven approach 

to identifying competitiveness pressures can help ensure that 

support is provided only where it is needed to address legitimate 

competitiveness concerns, rather than relying on the stated needs 

from firms, whose objectivity may be questioned. This approach can 

help ensure the credibility of carbon pricing overall, but it can also 

ensure that the policy is effective in reducing GHG emissions and does 

so at the lowest possible economic cost. 

5. Support to specific sectors should be temporary. 
Providing transitional support gives emitters time to adjust to policy. 

But competitiveness pressures are likely to decline overtime, as more 

jurisdictions implement carbon pricing, and as the market works by 

producing carbon-reducing innovation that emitters can adopt to 

reduce emissions at lower costs. Providing temporary support for 

vulnerable firms produces additional incentives for them to develop 

innovative solutions, but also limits the cost of providing this support. 

British Columbia, for example, recently provided transitional support 

to the cement sector in the form of $22 million over three years to 

address that sector's competitiveness challenges. 

6. Any support should be justified by data and analysis. 
The analysis in this paper offers a first look at the competitiveness 

pressures created by carbon pricing in Canadian provinces. Other 

factors also matter. What is the market structure of the industry, and 

to what extent can carbon costs be passed on to consumers? How 

do other policies, such as corporate taxes and resource royalties, 

affect the carbon costs borne by emitters? How important are the 

differences in technologies and emissions intensities among the 

10 Emitters are still included underthe cap-i.e., they are not exempted-and so reducing one tonne of CO,e means they can sell (or avoid purchasing) an additional 
permit. The marginal price of carbon maintains the firms' incentive for reducing emissions. But by increasing a firm's overall profits, providing rebates or free permits 
based on its output creates an additional incentive for production. Together, the two incentives mean that emitters can benefit by reducing emissions through 
improved performance rather than by reducing production. 

CANADA'S ECOFISCAL COMMISSION 

Practical solutions for growing prosperity 17 



Provincial Carbon Pricing and Competitiveness Pressures 

various firms within any given sector? How stringent is the carbon 

policy in the jurisdictions that represent the relevant external markets 

for Canadian firms? The detailed data necessary to answer these 

questions is generally not publicly available and may only be available 

from businesses themselves. 

7. Next steps 

This report establishes a framework for assessing competitiveness 

pressures under provincial carbon pricing policies. It finds that 

competitiveness need not be an obstacle to moving forward with 

carbon pricing policy, as the policies can be designed to address 

these challenges. Our next report considers these design solutions in 

detail. It considers different approaches to recycling carbon pricing 

revenue back to the provincial economy, including approaches to 

address competitiveness concerns. 

, CANADA'S ECOFISCAL COMMISSION 
Practical solutions for growing prosperity 

Implementing an effective and cost-effective carbon pricing policy 

can generate significant economic and environmental benefits to 

each province, if the policy is designed well. But some firms and 

industries will be exposed to genuine competitiveness pressures 

created by the policy. The provision of special support to specific 

firms or sectors should not be the default position for policymakers, 

but rather the exception. In the end, firms and governments need to 

demonstrate genuine competitiveness pressures to justify creating 

targeted, transparent, and temporary support measures. 
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Introduction 

Concerns over the impact of carbon pricing on domestic industries is an important component of 

current climate policy debates in Canada. These concerns stem from the unilateral implementation of 

new or more rigorous climate policies by a jurisdiction compared to its trading partners. In Canada, as 

highlighted by Canada's Ecofiscal Commission (2015a), this situation could be problematic for 

provincial industries that are simultaneously carbon and trade exposed. While the carbon intensiveness 

of a specific provinces' electricity grid is an important detenninant of the overall risk of a province, an 

industry that faces carbon competitiveness pressures despite its provincial location is cement 

manufacturing. 

Because of its important carbon footprint and exposure to international trade, cement manufacturing is 

a poster child for the competitiveness impacts of climate policy on domestic industries. In Canada, the 

current patchwork of provincial carbon pricing policies has raised concerns by the industry. More 

precisely, British Columbia's carbon tax is held responsible for the lost of business by British 

Columbian cement producers. In February 2014, the Cement Association of Canada released a 

statement about their BC members: "local producers have lost nearly a third of the market share to 

imports since the inception of the carbon tax in 2008". 1 Similarly, Maclean's magazine also suggested 

that BC's tax "led to a surge in deliveries of overseas cement".2 

The objective of this paper is to empirically explore the impacts of BC's carbon tax on cement 

manufacturing with the help of provincial cement trade data. Conducting this exercise is critical for two 

reasons. Looking at British Columbia's cement industry can help shed light on the sensitivity of 

Canada's cement industry to carbon pricing. This is especially important as the stringency of carbon 

pricing policy is set to converge and increase in Canada, and because of the increased risks of 

weakened climate policy south of the border. Such infotmation is critical to determine the proper policy 

response from governments. In the case of BC's carbon tax, the government adopted a temporary 

rebate program specifically for its cement industry in its 2015 Budget, close to seven years after the 

implementation of the tax. 
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Several studies have empirically analyzed the impact of carbon pricing or more broadly environmental 

regulation on international trade. Using pollution abatement expenditures as a proxy for regulatory 

stringency, Levinson and Taylor (2008) find modest impacts of environmental regulations on the 

average industry's trade position. They estimate a one percent increase in pollution abatement costs for 

US manufacturing industries decreased net exports by 0.064 percent as a share of U.S. value shipped. 

However, for the 20 industries for which pollution costs increased the most, this estimate translates to 

more than half of the total increase in trade volume is due to decreased net exports from increased 

pollution costs. 

Using changes in energy prices as a proxy for carbon pricing, Aldy and Pizer (2015) find that a $30 per 

tonne carbon price in the US would lead to a 10 percent production decline but only less than 2 percent 

decrease of net exports for energy intensive sectors. Fowlie et al (2016b) use a US firm level dataset to 

estimates the impact of changes in energy costs on imports, exports and domestic production for 

different industries. They find that for an industry like cement, a hypothetical domestic US carbon tax 

of $10 is associated with 20% reduction in exports volumes and increases in imports exceeding IO%. 

Rivers and Schaufele (2015a) examine the impact ofBC's carbon tax on the province's agricultural 

trade. Using provincial trade data of agricultural products, they find no evidence of reduced exports or 

increased imports as a response to the tax. As a relatively less emission-intensive sector, this is not a 

su1 prising result for the agricuiturai sector and consistent with the above studies. 

We build on the previous studies in two important ways. First, similarly to Rivers and Schaufele 

(2015a), we examine the impact of carbon pricing on the trade position of an industry using a stand

alone carbon tax within the province of BC as opposed to relying on proxy variables. Second, we look 

at the impact of the policy on one of the most emission-intensive and trade-exposed industry in the 

province. 

Results from this paper suggest that the carbon tax affected British Columbia's cement industry's trade 

position. We explore a number of regression models that suggest the policy increased imports and 

reduced net exports. Results suggests that as a share of average production, imports from the World 

increased by 3.3 to 9 percent and net exports from the World reduced by 19 percent. Empirical 
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investigation suggests this trade effect is driven by substitution between domestic production and 

imports. Such a result in principle justifies British Columbia's tax rebate policy to support its cement 

industry. 

The paper is separated into five sections. Section I provides an overview of Canadian cement 

manufacturing and how that relates to carbon pricing policy. Section 2 describes the intuition of the 

empirical analysis used in the paper. Section 3 presents the data and discusses the econometric models 

and results. Section 4 presents the important factors governments should consider when designing 

support policies and the final section provides concluding remarks. 

Section 1: Thinking about the cement industry and carbon pricing 

Manufacturing cement is an energy and greenhouse gas emission intensive process. Coupled with the 

fact that cement is increasingly shipped internationally makes this industry one of the most exposed to 

carbon competitiveness risks (Miller et al, 2017). This section explores the links between the industry's 

characteristics and carbon pricing. 

Overview of the cement industry 

Cement is the primary ingredient of concrete, a key construction material. It is used for the construction 

of residential and non-residential buildings, and also for bridges, roads and sewage pipes. 

To produce cement, plants first heat raw materials (mostly limestone, silica, alumina and iron) in kilns 

at temperatures up to 1500 degrees Celsius. This produces cement's main input; clinkers. Clinkers are 

then grinded with other additives (such as gypsum and limestone) to create cement. 

The kiln process makes cement manufacturing energy-intensive. The production of clinkers accounts 

for 90 percent of the cement's industry's energy consumption. Heating up the kiln relies heavily on 

burning carbon-intensive fossil fuels, such as coal and petroleum coke. For the past two decades, the 

share of fossil fuels accounted for over 75% of the industry's energy share (CIBEDAC, 2016). 3 
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Burning heavy fuels translates to an important carbon footprint. For every tonne of cement produced in 

Canada, nearly a tonne of GHG is emitted. However, more than half of the industry's GHG emissions 

are actually process emissions. They are a by-product of the chemical reaction of limestone turning into 

clinkers. The remainder-about 40% of GHG emissions- are from burning of fossil fuels, also 

referred to as combustion emissions. The distinction of process and combustion emissions is important 

since BC's carbon tax only applies to combustion emissions. 

Cement markets in Canada 

In 2013, there were 17 operational cement plants in Canada: seven plants in Ontario, four in Quebec, 

three in BC, and two in Alberta and one in Nova Scotia. 

Because of its low value to weight ratio, cement is a costly product to transport over roads. As such, the 

industry has often been characterized as serving regional markets. In the US, an estimated 80% to 90% 

of domestically produced cement is trucked less than 200 miles (or 321 kilometers) (Miller et al, 2017). 

Coastal cement plants can face substantially more international import competition compared to 

landlocked cement plant. A coastal regional market such as Seattle has an import market share of 65%, 

whereas an inland market such as Denver's has a null import share (Fowlie et al, 2016a). 

In Canada, while regional market data is not available, provincial level import market share provide a 

similar but less extreme picture. In 2011, BC's import market share was slightly below 30 percent, the 

Prairies and Ontario close to 20 percent and Quebec's below 15 percent. This could be explained by the 

fact that good inland navigable waterways, such as the Great Lakes, can also increase competition for 

local producers. 

British Columbia's carbon tax 

By putting a price on GHG emissions, carbon pricing has the potential to increase the costs of 

manufacturing cement, both in terms of its combustion and process emissions. In the case of BC' s 

carbon tax, it only applies to the GHG content of fossil fuels. As such, the policy can increase the costs 

cement industry energy inputs, such as coal, petroleum coke and natural gas. 
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Table 1 provides the emission intensity of Canada's cement industry. 4 Multiplying row one with the 

share of combustion emission gives the combustion based emission intensity of cement. Combining the 

combustion based emission intensity with the per tonne of GHG carbon tax gives the per comment 

tonne cost of the tax. Table 2 provides the carbon costs per tonne of cement produced for carbon 

pricing policies in BC, Alberta and Quebec. 

[insert Table I here] 

[insert Table 2 here} 

The cost ofBC's policy in 2012 is more than 15 times the stringency of Albe11a's policy and nearly 10 

times Quebec's. Using a manufacturing level dataset in Alberta, Rajagopal (2014) finds no evidence of 

an effect of Alberta's carbon pricing policy on emissions or emission intensity, including the cement 

manufacturing. As such, the main focus of the empirical analysis is identifying the impact of BC's 

carbon tax. An alternative approach is to model all provincial carbon pricing policies in Canada. As 

reported in Table 8 in the Appendix, including all carbon prices does not substantially change the main 

estimates. 

Given an average price of cement of CAD$100 per tonne (Miller et al, 2017), BC' s 2012 carbon costs 

translate to about 10% of the products' price. These costs are a significant portion of the finished 

products' price. For comparison, BC's carbon tax is equivalent to slightly less than 7% of gasoline 

price at the pump (Lawley and Thivierge, 2018). 

Cement manufacturing exposure to competitiveness pressures 

Given the relative stringency ofBC's carbon tax compared to its international cement trading partners, 

such as the USA and Asian countries, it could cause reduced net exports. In the economics literature, 

this is known as the pollution haven effect (PHE). 
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The reduction of net exports through increased foreign imports can cause a related environmental 

problem which is emission leakage. The consequence of leakage is that the relocation of economic 

activity does not change global GHG emissions, as they are simply emitted elsewhere. This situation 

reduces the effectiveness of domestic policy. In the worst-case scenario, if foreign production methods 

are dirtier than domestic ones, leakage could lead to net global increases in emissions. 

It is important to situate the study within the broad concept of competitiveness (for an extensive 

definition of competitiveness, see Canada's Ecofiscal Commission (2015a)). Depending on the level, 

whether at the firm or sector level, competitiveness refers to different effects. At the industry level, 

competitiveness often refers to the ability of one countries' industry to perform in international trade, 

measured for example in net exports or investment flows (Dechezlepretre and Sato, 2017). 

Section 2: A first look into the impact of BC's carbon tax 

Determining whether a carbon tax lead to changes in trade is an empirical question. BC' s carbon tax 

lends itself well to this challenge. The province implemented quickly a broad and stringent policy 

(Rivers and Schaufele, 2015a). Researchers can exploit provincial-specific changes to identify the 

impact of the policy separately from other economic trends. 

This approach of exploiting the carbon tax as a natural experiment has been used by Canadian 

economists to look at the impact of the policy on multipie BC outcomes: gasoiine consumption (Rivers 

and Schaufele, 2015b; Antweiler and Gulati, 2016; Lawley and Thivierge, 2018), vehicle purchases 

(Antweiler and Gulati, 2016), jobs (Yamazaki, 2017) and closest to this paper, on agricultural trade 

(Rivers and Schaufele, 2015a). 

Our analysis is restricted to the four larger cement producing provinces: BC, Alberta, Ontario and 

Quebec. While the Atlantic provinces have cement producing capacity, they are left out of the sample, 

because of their relative small size, the shutting down of a plant in the sample and lack of data. 

[insert Table 3 here] 
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Table 3 provides summary statistics of the cement industries in the four provinces. All provinces are 

net exp01ters of cement, but only marginally so for Alberta. For provinces like BC and Ontario, they 

export on average more than seven size times the amount they import. In terms of domestic 

production, Ontario has by far the largest cement industry. Quebec is second, and then BC. Production 

data for Alberta is unavailable. 

Graphical analysis 

The empirical approach presented above can be explained through graphical analysis. Comparing the 

trends of British Columbia cement imports or exports compared to the other cement provinces before 

and after the implementation of the tax can provide insight of whether there are reasons to believe there 

has been a policy impact. Divergence between BC and the other provinces after the tax was 

implemented would suggest an impact. 

Figures 1 plots yearly import of cement in the four provinces from 1988 to 2013. The left panel 

presents total imports from all countries, while the right panel provides the subset of imports from the 

USA. The blue dotted line shows the implementation date of BC' s carbon tax. It is evident from both 

panels that most imports are from the US for all four provinces but Quebec. 

From both panels, imports in BC have increased following the implementation of the policy. However, 

two points suggest caution in assigning this impact to the carbon tax. First, imports were increasing in 

the other three provinces. This could be explained by the global recession of 2008 which happened 

around the same time as the implementation of the tax, making the identification of the tax's impact 

separately from the recession difficult graphically. Also, imports were increasing in BC prior to the 

policy. 

[insert Figure I here J 

Figure 2 presents yearly exports of cement for the four provinces. Panel A for provincial exports to the 

world and panel B, exports to the USA. Even more starkly than for Figure 1, nearly all provincial 

exports are destined to the USA. 
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Similarly to Figure 1, for the years before and after the tax, exports follow in all four provinces similar 

trends. Exports were falling prior to the tax and increasing following the tax, with the slight exception 

of Alberta.5 

[insert Figure 2 here J 

While this graphical analysis seems to suggest that the tax might not have led to increases in BC's 

imports or reduction in exports of cement, such analysis does not have the rigorous statistical basis 

required to answer the question. As such, the next sections present the data and results from 

econometric modeling. 

Section 3: Econometric modeling and results 

In order to more formally assess the impact of BC's carbon tax on cement trade, the next section relies 

on econometric modeling. The models look at changes in trade data in BC and other major cement 

producing provinces while controlling for important factors. Specifically, we estimate the impact of the 

carbon tax using two models. 

The first is the log-linear model used in Rivers and Schaufele (2015a): 

(1) 

The second is an adaptation of the specification used in Levinson and Taylor (2008): 

(2) 

where Yp,y,q is the quantity in tonnes of cement exports, imports or net exports in province p, year 

y and quarter q; Qp,yis the yearly provincial cement production in tonnes; Tp,y,q is the per tonne of 

cement carbon tax if the cement industry is in BC; Xp,y,qis a vector of provincial economic and 
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construction variables; Op, Yy, (qare province, year and quarter fixed effects, respectively; and 

Ep,y,q and Wp,y,q error terms. 

Because the sample only includes four provinces, clustering of the e1Tor terms by province would not 

be appropriate. As discussed in Cameron et al (2008), problems arise when trying to conduct statistical 

inference with a small number of clusters. The calculated standard errors will lack the required 

asymptotic properties. As such, Driscoll-Kraay standard errors are employed as an alternative to 

clustering. Driscoll-Kraay standard errors exhibit better asymptotic properties when cross-sectional 

dimension is small, such as a small number of provinces, and the time dimension is large (Hoechle, 

2007).6 

From models (1) and (2), we are primarily interested in /31 and /32 , which give us estimates of the 

impact of the carbon tax. /31 represent the percentage change in imports or exports for a one dollar 

increase in carbon costs. Because model (1) takes the natural logarithm of the dependent variable, we 

only look at imports and exports for that model. Net exports can be either positive or negative and as 

such this variable cannot be logged. In model (2), for imports, exports and net exports, p'zrepresents the 

percent change of trade as a share of cement production from a one dollar increase in carbon costs. 

Coefficients of the covariates for model (1) can be interpreted as one percent change in the variable 

leads to a 01 percent change in trade. Similarly, for (2), 0 2 represent the percent change of trade as a 

share of cement production from a one percent increase in the covariate. 

The province and time fixed effects are included in models to account for observed and unobserved 

differences affecting provincial cement industries. Province fixed effects account for constant 

differences between province cement industries, such as market access and industry costs. It controls 

for provincial-industry differences, such as differences in industry costs, structure and market access. 

For example, it accounts for BC's cement plants higher trade exposure to Asian countries. The quarter 

fixed effect control for seasonality in cement trade. The year fixed effects account for factors such as 

changes in the general economic context in Canada, such as recessions, exchange rates, commodity 

prices and federal trade policy. These time fixed effects account for changes that affect the Canadian 

cement industry as a whole. 
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The control variables included in the models account for factor ignored by the fixed effects that might 

influence cement trade, such as changes in provincial economic or construction activity. The section 

below presents in more detail the dataset and the control variables. 

Data 

The outcome variables, the quantity of provincial cement imports and exports, are pulled from 

Statistics Canada's Canadian International Trade Database. The variables' time frame spans 1988 to 

2013. They are at the quarterly frequency to increase observations and variation in the data. 

Yearly provincial cement production data is provided by Natural Resource Canada's mineral yearbook. 

Because of the privacy concerns over of provincial level industry data in Canada, cement production 

data is only publicly available for BC, Quebec and Ontario and from 1992 to 2011. 

We include two provincial and quarterly varying control variables to account for differential rates of 

demand for cement in the four provinces. From Statistics Canada, we include provincial quarterly 

unempioyment rates. Also from Statistics Canada, we have the number of residential building starts by 

province and quarter. Expected impact is that increased local demand in cement would increase imports 

and reduce exports. The inclusion of unemployment rates and a construction activity variabie is akin to 

the covariates employed in Fowlie et al (2016a). 

Results 

In order to build confidence on our results, we estimate several econometric models. These differing 

scenarios are intended to measure the sensitivity of the results with respect to varying assumptions 

about model choices. The primary objective of all models is assessing whether BC's carbon tax led to 

significant changes in its industry's cement trade position. 

To address the importance of the rise in overseas cement imports, we analyze trade separately for the 

US and the World. World imports might be more sensitive to carbon costs than US imports if indeed 
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the policy is leading to increase overseas imports. Each result table presents the effect of the carbon tax 

for six outcome variables: US imports, World imports, US exports, World exports, US net exports and 

World net exports. 7 

Using coefficients for model (1) and (2), Table 6 at the end of the section provides estimates of the 

impact of BC's $30 per tonne carbon tax on imports and net exports. 

Table 4 reports results from model (1) accounting for all fixed differences between provincial cement 

industries, yearly changes to the Canadian industry as a whole and two provincial time varying control 

variable: quarterly unemployed rate and residential construction starts. 

All the coefficients of the carbon tax have the expected sign, i.e. increase in imports, and reduction in 

exports and net expo1is. However, only the effect of the carbon tax for both US and World imports in 

BC is significant. A one-dollar increase in the per cement tonne carbon cost relates to a 3.1 percent 

increase in the quantity of US imports and a greater increase of World imports of 4 percent. The carbon 

tax coefficients for exports have the expect signs, but are not significant. While not included explicitly, 

it is expected that these results translate to reductions in net exports. 

[insert Table 4 here] 

The coefficients for residential starts make intuitive sense for imports but not exports. For imports, 

coefficients are positive and significant. Estimates suggest that both US and World imports, a one 

percent increase in residential starts results in about 0.65 percent increase in cement imports. Counter 

to economic intuition, a one percent increase in residential starts also is significantly associated with 

increase expo1is of 0.3 percent.8 On the other hand, the sign of the coefficient for unemployment make 

potentially more economic sense. Increases in provincial unemployment lead to reduction in imports 

and increase exports of domestic production abroad. However, only the export coefficients are 

significant. A one percent increase in unemployment rate leads to increased export of 0.36 percent. 

Table 5 presents the results from model (2), which nonnalizes the trade variables by domestic cement 

production. This controls for the differences in sizes of cement industry by province (Levinson and 
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Taylor, 2008). However, given the lack of publicly available provincial cement production data, the 

sample drops Alberta and is restricted to 1992 to 2011. 9 

Similar to the results from model (1), these estimates suggest that the carbon tax led to increases in 

imports. Model (2) also confirms the intuition of the results from model (1) as they suggest significant 

reductions in net exports. A one-dollar increase in carbon cost is linked to a 0.4 percent and 0.9 percent 

increase ofrespectively US and World imports as a share of production. A one-dollar increase in costs 

reduces net exports to the US as share of production by 1.3 percent and for net exports to the World by 

1.8 percent. 

{insert Table 5 here] 

Results in Tables 4 and 5 provide evidence for a pollution haven's effect for BC's cement industry and 

the carbon tax. The models suggest that the policy is linked to increased imports and, decreased net 

exports. Results also point qualitatively to larger impacts for World trade as opposed to US trade. The 

next sub-section compares the magnitudes of the impacts for both models. 

Comparing the magnitude of the results 

Because of the transformations of the outcome variabies, the coefficients from Tabies 4 and 5 are not 

directiy comparabie. As such, using coefficient of the carbon tax from each table, Table 6 provides 

estimates of the impact ofBC's carbon tax on the cement industry for imports and net exports as a 

share of the industry's production. Exports are not presented, as the carbon tax coefficients are never 

statistically different than zero. 

[insert Table 6 here] 

Model (1) and (2) suggest that the $30 per tonne carbon tax increased US imports by 3.3 to 4 percent as 

a share of average BC cement production. Estimates for World import they increased by 4.3 to 9 

percent as a share of production as a result of the policy. To put these numbers in context, using the 
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estimates of residential starts in Table 5, this is equivalent to the suggested increases in US and World 

cement imports from a 1.2 to 2. 7 percent increase in residential construction starts in BC. 

For net exports to the US, estimates suggest that the BC carbon tax led to an impact of 13 percent 

reduction as a share of average cement production. Results suggest net exports to the World reduced as 

a result of the province's carbon pricing policy by 18 percent. These greater impacts are likely driven 

by the combination of the non-significant but negative coefficients on exports with the significant and 

positive import coefficients. 

What is driving this trade effect? 

Looking at the impact of the carbon tax on changes in domestic use of cement can provide insight into 

the sources of the effect on trade. 10 This has implication for what the effect means for carbon leakage 

and the competitiveness pressures. If BC's carbon tax did not change domestic use, this would suggest 

substitution between domestic production and imports. Such a substitution would imply carbon leakage 

if the production methods abroad are more GHG intensive as opposed to domestic production. 

However, if domestic use reduces as a consequence of the carbon tax, then this domestic reduction in 

use, or GHG emissions, translates to carbon leakage through the increased imports. 

Table 7 looks at the effect of BC's carbon tax on domestic cement use both in levels in column (1) and 

(2) and as a log-linear model in column (3). Results suggest that the carbon tax did not lead to changes 

in domestic use of cement. This would imply that carbon leakage impacts of the carbon tax on cement 

are likely to be limited. 

{insert Table 7 here] 

However, the finding of imports increases and net exports decreases does provide evidence that the 

policy did have competitiveness impacts on the industry. As one of the more carbon-intensive and 

trade-exposed industry in Canada, these results can also be interpreted as upper-bound estimates of 

what can be expected as trade impacts in industries that face carbon competitiveness pressures. 
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For BC's cement industry, these trade effects justify governmental intervention to relieve this 

competitive disadvantage. The next section explores the policy space for competitiveness support 

policy for the cement industry. 

Section 4: Design of competitiveness support policies 

As one of the more trade-exposed and emission-intensive industry, the econometric modeling suggests 

a $30 per tonne combustion-based carbon tax in the cement industry can led to increased trade 

competitiveness. 

In such context, government support can be provided to alleviate such pressures. For a government 

looking to reduce domestic greenhouse gas emissions with carbon pricing, reducing competitiveness 

pressures for a sector or industry becomes an additional policy goal. The objective of carbon pricing is 

to reduce emissions-cost effectively. Economic theory suggests employing additional policies to 

address additional policy goals as opposed to exempting an industry from the initiai policy (Rivers and 

Schaufele, 2015a). Exempting an industry from carbon pricing dampens the policy's objective. In the 

case of BC, exempting the cement industry reduces the coverage of its carbon tax and might prevent 

cost-effective emission reductions. 

Effective industry competitiveness support policy can take the form forgone carbon revenue by 

governments through free permits aiiocations in a cap-and-trade or rebates under a carbon tax (Fischer 

and Fox, 2004; Canada's Ecofiscal Commission, 2016). Under a cap-and-trade system, free permits are 

allocated per unit of production based on an industry-specific emission intensity target. The equivalent 

rebate under a carbon tax would use revenue generated by the tax to provide a per unit of production 

subsidy based on the same industry-specific emission intensity target. 

By maintaining carbon pricing coverage, these support policies keep the marginal incentives to reduce 

GHG emissions, while limiting the incentive for firms to reduce GHGs through reduced production or 

relocation of plants. If a firm covered by the support policy wants to emit an additional tonne of GHGs, 

it will either pay the tax or purchase a permit at the going carbon price. The support policy provides an 

implicit output subsidy for the firm to maintain or increase its production levels. This depends on the 
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levels of the firm's emission intensity with respect to the emission intensity the target of the support 

policy. 

The level of the industry specific emission intensity target is key to determining which type of firm will 

be rewarded. If the level is too low, it will not provide incentive for more efficient production as all 

firms will be rewarded with an output subsidy or free permits. A rule of thumb is to set the target at the 

level of "best available technology" in an industry. Firms who meet or exceed that target are rewarded, 

whereas the technological laggards will have to pay more of the carbon tax or purchase additional 

permits. Also, periodic revisions of emissions intensity targets based on recent technological advances 

can provide incentives for continued innovations (Antweiler, 2016). 

There are trade-offs to such government support. Namely, competitiveness support policies might 

result in smaller overall GHG reduction compared to a situation without them, by keeping production 

higher in the compensated sectors. Also, governments providing such support to a sector runs the risk 

of increasing lobbying efforts by other sectors to receive compensation that might not be needed 

(Canada's Ecofiscal Commission, 2016). 

In its 2015 Budget, British Columbia adopted a temporary rebate program for its cement industry. The 

program will offer subsidies up to $27 million to cement producers that meet or exceed emission 

intensity targets between 2015 to 2020. While the specific details of the program are unknown, such as 

the emission intensity benchmark, the principles of the program appear to respect the above criteria. 

Section 5: Summary and concluding remarks 

In this study, we analyzed the impact of BC' s carbon tax on cement trade. Our results suggest that the 

policy led to increased imports and reduced net exports. We find that the $30 per tonne carbon tax in 

lead to increased imports from the World of 3.3 to 9 percent and reductions and net exports from the 

World by 19 percent as a share of domestic production. The source of this effect is driven by 

substitution between domestic production and imports. While this substitution effect implies limited 

carbon leakage, it does suggest the necessity for support policy by the BC government. 
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BC's government has recently put in place a tax rebate policy for its cement sector; however, it is too 

early to analyze its key details, such as the level and path of its emission intensity benchmark. Also, 

while the BC government is developing an industry-specific competitiveness support policy, it is still 

exempting process emissions for the cement industry and all sector of its economy from its carbon tax. 

The implementation of its support policy to the cement industry, and extending it to other industries 

that face substantial carbon competitiveness pressures, is an opportunity for the province to include 

process emissions under its carbon pricing policy. 
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Notes 

1 Cement Association of Canada (2014), B.C.'s Jobs Plan Should Support B.C. Cement Industry. Retrieved from: 
http://www.cement.ca/en/News-Releases/B-C-s-Jobs-Plan-Should-Support-B-C-Cement-Industry.html 
1 Maclean's (2016), Canada's cement industry is crumbling. Retrieved from: 
http://www.macleans.ca/economy/business/canadas-cement-industry-is-crumbling/ 
3 The use of alternative fuels, such as waste and wood fuels is limited. 
4 Data on the share of combustion emissions is only publicly available at the national industry level. 
5 This graphical analysis with similar conclusions can be performed on additional variables of interest included in the 
appendix, such as net exports and domestic production. 
6 More importantly, when using robust, cluster or Driscoll-Kraay standard errors, the significance of the results do not 
qualitatively change. 
7 A better approach to test the sensitivity of the effect of carbon tax on trade by trading partner would be to look at either the 
US or the World minus the US. However, as shown in Figure I and 2, most of cement provincial trade is with the US. As 
such, World trade minus the US includes quarterly null values which cannot be used in the above models. 
8 Most importantly, when removing the variable, it doesn't change the sign of the carbon tax coefficients. 
9 The regressions in Table 3 were ran under this reduced sample, and while significance drops, the sign and magnitude of 
coefficients are similar. 
10 Domestic use is defined as domestic production minus exports plus imports. 
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Table 1: Greenhouse gas emission intensity of the Canadian cement industry 

Year 2007 2008 2009 2010 2011 2012 

GHG/output 0.90 0.92 0.96 0.92 0.93 0.87 
Share of combustion emissions 42% 44% 46% 44% 45% 40% 

Combustion based GHG/output 0.38 0.40 0.45 0.40 0.42 0.35 

Source: CIEEDAC (2016) 

Table 2: Provincial carbon pricing policy carbon cost per tonne of cement 

Province Poiicy cost metric 2007 2008 2009 2010 2011 2012 

B.C $/tonne ofGHG $10.00 $15.00 $20.00 $25.00 $30.00 

B.C $/tonne of cement $3.99 $6.70 $8.07 $10.40 $10.49 
Alberta $/tonne of GHG $1.80 $1.80 $1.80 $1.80 $1.80 $1.80 

Albert $/tonne of cement $0.68 $0.72 $0.80 $0.73 $0.75 $0.63 

Quebec $/tonne of GH G $4.00 $3.90 $4.00 $4.20 $4.30 $4.30 

Quebec $/tonne of cement $1.52 $1.56 $1.79 $1.70 $1.79 $1.50 

Source: Canada's Ecofiscal Commission (2015b) 

Table 3: Summary statistics, 1988 to 2013 (in thousands) 

B.C. Alberta Ontario Quebec 
Mean S.D. Mean S.D. Mean S.D. Mean S.D. 

Imports 144 81 227 112 326 102 143 97 
Exports 1023 368 237 106 2527 653 576 259 
Net exports 878 402 10 141 2201 661 433 265 
Production 1925 404 N.A. N.A. 5332 972 2742 278 
Residential starts 29 8 27 11 66 16 41 11 

Unemployment 7.8% 1.6% 6.0% 1.8% 7.6% 1.6% 9.6% 1.8% 

Source: Author's calculations, Statistics Canada (2017) and Environment Climate Change Canada (2015) 
Notes: Imports, exports, net exports and productions are in thousands of tonnes. S.D. stands for "standard 
deviation" and N.A. for "not available". 
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Table 4: Effect of B.C.'s carbon tax on trade 

(1) (2) (3) (4) 

log(Imports log(Imports log(Exports log(Exports 

from U.S.) from World) to U.S.) to World) 

B.C. carbon tax 
0.031 * 0.040** -0.003 -0.002 

(0.017) (0.017) (0.011) (0.011) 

Log(Residential starts) 
0.651 *** 0.647*** 0.285*** 0.291 *** 

(0.132) (0.152) (0.109) (0.110) 

Log(Unemployment rate) 
-0.186 -0.278 0.361 ** 0.362** 

(0.228) (0.278) (0.144) (0.147) 

Number of observations 416 416 416 416 

Adjusted R2 0.63 0.49 0.58 0.58 

Notes: All regressions include province, year and quarter fixed effects. Driscoll and Kraay 
standard errors are in parentheses. *p<0.1; **p<0.05; ***p<0.01 

Table 5: Effect of B.C.'s carbon tax on trade as a share of production 

(1) (2) (3) (4) (5) (6) 

Imports Imports Exports to Exports to Net exports Net exports 

from U.S. from U.S.(%) World(%) to U.S.(%) to World 

(%) World(%) (%) 

B.C. carbon tax 
0.004*** 0.009*** -0.009 -0.009 -0.013* -0.018*** 

(0.002) (0.002) (0.006) (0.006) (0.007) (0.007) 

Log(Residential 0.028*** 0.033*** 0.083* 0.086** 0.055 0.053 

starts) (0.005) (0.009) (0.043) (0.042) (0.040) (0.039) 

Log(Unemployment 0.033*** -0.012 0.351 ** 0.358** 0.318*** 0.370*** 

rate) (0.011) (0.023) (0.087) (0.085) (0.083) (0.077) 

Number of 

observations 
240 240 240 240 240 240 

Adjusted R2 0.47 0.46 0.57 0.58 0.57 0.56 

Notes: The sample for the above regressions is restricted to 1992 to 2011 and drops Alberta. A 11 
regressions include province, year and quarter fixed effects. Driscoll and Kraay standard errors are in 
parentheses. *p<0.l; **p<0.05; ***p<0.01 
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Table 6: Summary of the effect ofB.C.'s carbon tax on trade as a share of production 

(1) (2) (3) (4) 

Imports Imports Net exports Net exports 

from U.S. from World to U.S.) to World 

Model (1) 3.3% 4.3% 

Model (2) 4.0% 9.0% 13.0% 18.0% 

Notes: For the model (1), the impact is estimated as the related carbon tax coefficient from Table 4, 
multiplied by the total carbon costs per tonne of cement, time the average volume of trade, over the 
average cement production. For model (2), it is the related carbon tax coefficient from Table 5 time the 
total carbon cost per tonne of cement. 

Table 7: Effect of BC's carbon tax on domestic cement use 

B.C. carbon tax 

Log(Residential starts) 

Log(Unempioyment rate) 

Number of observations 

Adjusted R2 

(1) 

Domestic 

use 

0.001 

(0.004) 

0.002 

(0.045) 

-0.264*** 

(0.079) 

240 

0.48 

(2) (3) 

Domestic Iog(Domestic 

use use) 

0.0004 0.025 

(0.004) (0.017) 

0.003 -0.092 

(0.047) (0.147) 

-0.273*** -0.920*** 

(0.086) (0.297) 

228 228 

0.48 0.45 

Notes: The sample for the above regressions is restricted to 1992 to 2011 and 
drops Alberta. Columns (2) and (3) also drop the year 1998. All regressions include 
province, year and quarter fixed effects. Driscoll and Kraay standard errors are in 
parentheses. *p<0.1; **p<0.05; ***p<0.01 
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Figure 1: Yearly imports of cement by Provinces (Kilotonnes) 
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Appendix: Modelling of all provincial carbon pricing policies and additional figures 

Table 8 estimates the impact of carbon prices in BC, Alberta and Quebec on imports and net 

exports using model (1). The covariates and fixed effects included are the same as in the 

regressions presented in Table 4, namely provincial, year and quarter fixed effects and logged 

quarter unemployment rate and the number of residential construction starts. The signs and 

magnitudes of the effects of carbon pricing on imports and exports are qualitatively similar to the 

main estimates reported in Table 4. The coefficients on imports are also estimated with greater 

precision in Table 8. These results provide confidence on the main regressions which only 

include BC's carbon tax. 

Table 8: Effect of provincial carbon pricing on trade 

Carbon price 

Log(Residential starts) 

Log(Unemployment rate) 

Number of observations 
Adjusted R2 

(1) (2) (3) 
log(Imports log(Imports log(Exports 
from U.S.) from World) to U.S.) 

0.041 ** 
(0.017) 

0.658*** 
(0.130) 

-0.156 
(0.227) 

416 
0.64 

0.055*** 
(0.015) 

0.658*** 
(0.154) 

-0.235 
(0.274) 

416 
0.49 

-0.008 
(0.010) 

0.280** 
(0.109) 

0.350** 
(0.146) 

416 
0.58 

(4) 
log(Exports 
to World) 

-0.007 
(0.010) 

0.286*** 
(0.110) 

0.352** 
(0.149) 

416 
0.58 

Notes: All regressions include province, year and quarter fixed effects. Driscoll and Kraay 
standard errors are in parentheses. *p<0.l; **p<0.05; ***p<0.01 

Figures 3 and 4 present respectively net exports and domestic production of cement for the four 

provinces. Alberta is not included in Figure 4 since no domestic production data is publicly 

available. Similar to the graphical analysis presented in the main text, there is no apparent 

diverging trends between BC and the other provinces before and after the carbon tax's 

implementation date. 
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I 
I 

On Taxation and the Control 

of Externalities 

By WILLIAM'. J. BAUMOL* 

It is ironic that just at the moment when 
the Pigouvian tradition has some hope of 
acceptance in application it should find 
itself under a cloud in the theoretical lit
erature. James Buchanan has argued that 
its recommended taxes and subsidies may 
even increase resource misallocation in the 
presence of monopoly. Otto Davis and 
Andrew Whinston (1962) have, in effect, 
raised doubts about its applicability in the 
presence of oligopoly. And Ronald Coase 
has asserted that the tradition has not 
selected the correct taxation principle for 
the elimination of externalities, and may 
not even have chosen the right individuals 
to tax or to subsidize. In this paper I will 
suggest that these authors have led the 
discussion in our profe::;sion to focus on the 
wrong difficulties. In doing so they have, 
albeit •inadvertently, drawn attention 
away from some '-ii{ the most important 
limi�ations of the Pigouvian prescription 
as an instrument of policy and 'trorn con-

* Professor of economics, Princeton University and 
New York University. I ,vould like to express my grati
tude to the National Science Foundation whose as
sistance helped materially in the completion of the paper 
and to my colleaguesJames Litvack, Wallace Oates, and 
David Bradford, to my students Mark Gaudry and 
Bryan Boulier, and to Peter Bohm, James Buchanan, 
Ronald Coase, Karl Goran Maler, Herbert Mohring, 
and Ralph Turvey who have given me many very help
ful suggestions, and saved me from a number of serious 
errors. Mohring and J. Hayden Boyd have written an 
extremely illuminating paper dealing, among other rele
vant matters, with the portions of the Coase-Buchanan
Turvey arguments in the case where the polluters and 
their victims "can and do negotiate.'' Since the present 
paper concerns itself on! y with the "relevant" large 
numbers case where there is no negotiation, it delib
erately makes no attempt to consider the interesting 
negotiation case examined so helpfully by Mohring 
and Boyd. 
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sideration of the means that might prove 
effective in practice. 

The main purpose of the paper is to 
show that, taken on its own grounds, the 
conclusions of the Pigouvian tradition are, 
in fact, impeccable. Despite the various 
criticisms that have been raised against 
it in the large numbers case, which is of 
primary importance in reality and to 
which Pigou 's analysis directs itself, his 
tax-subsidy programs are generally those 
required for an optimal allocation of re
sources. Moreover, 1 will attempt to show 
that where an externality is (like the usual 
pollution problem) of the public goods 
variety, neither compensation to nor 
taxation of those who are affected by it is 
compatible with optimal resource alloca
tion. Pigouvian taxes (subsidies) upon the 
generator of the externality are all that is 
required. 

However, as is well known, the Pigou
vian proposals suffer from a number of 
serious shortcomings as operational cri
teria when one seeks to implement them 
precisely as they emerge from the theory. 
I therefore discuss a modified approach 
that recommends itself more for its 
promise of effectiveness, than its theoret
ical nicety. It consists of two basic steps: 
the setting of standards, more or less 
arbitrarily, of levels of pollution, conges
tion and the .like, that are considered to be 
tolerable, and the design of taxes and 
effluent charges whose rates are shown by 
experience to be sufficient to achieve the 
selected standards of acceptability. Such a 
system of charges will, at least in prin
ciple, effect any preselected reduction in, 
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say, the pollution content of our rivers, at 
minimum cost to society. It automatically 
achieves an efficient allocation of the re
quired reduction in emissions among the 
offending firms ev.en if lhey are neit/ier pure 
competitors nor profit 11iaximizers. Thus, 
a persuasiv_e case can be made for the use 
of taxes and subsidies to control externali
ties, even if they will not produce. an op
timal allocation of resources in the com
plex world of reality. 

I. The Coase Argument in the Case 
Without Negotiation 

Recommendations designed for the com
petitive case can clearly run into dif
ficulties in the presence of mop.opolistic 
el~ments. Buchanan reminds us that, if a 
polluting monopolistic industry already 
restricts the outputs of its products below 
their competitive levels, the impo$ition 
of an effluent charge to restrict output 
still further is hardly likely to be appro
priate. And Davis and Whinston (1962) 
show for the case of externalities under 
oligopoly that it is rather diflkult to. come 
up with an ideal set of taxes since in the 
small numbers case just about anything 
is possible by way of pricing and output 
levels. However, these argµments have 
little direct bearing on the Pigouvian 
analysis· because it is couched entirely in 
terms of pure competition (on this see 
Stanislaw · Wellicz' illuminating discus
sion), which, in v.iew of the large number:s 
involved in virtually all of the·externali,ties 
problems that worzy us today, is entirely 
apropos. 

Coase's arguments, buttressed by im
pressive legal erudition, are fess easil:v 
dealt with. He offers us a number of il
luminating observations, among them the 
interesting point (see his Section IV) that 
(in the relatively unimportant cases) where 
only a small number of decision makers is 
involved, a proce5? of voluntary bargain
ing and side payments among those con-

cerned by an extemality may produce an 
optimal allocation of resources, even in the 
absence of liability for damage. This im
plies that where small numbers are in
volved, the imposition of a "corrective" 
Pigouvian tax may be too much of a good 
thing-it .can produce a misallocation 
rather than elimiriating it 

Coase suggests, however, that even in 
cases where there is no negotiation among 
the parties affected by an externality the 
rigouvian taxes and subsidies may be the 
wrong remedy-that they may only mod
ify the character of the misallocation of 
resources. Coase's central argument ap
pears to be the following: Every social 
cost is inherently reciprocal in nature. The 
nearby residents who breathe smoke 
spewn by a factory must share with th~ 
management of the. factory the. respon
sibility for the .resulting social cost. True, 
if the factory were closed up the social 
cost would disappear . .But the same holds 
for its neighbors-were they to move 
away no one would suffer smoke nuisance. 
Put another way, just as the smoke 
emitted by the factory imposes at least a 
psychic cost on its neighbors, the latter's 
insistence on the installation of' purifica
tion devices or a reduction in the pollu
tion-producing activity imposes a cost on 
the factory. 

This position, though al first glance very 
odd (the murder victim too, is then always 
an accessory to the crime), grows more 
persuasive as one cons_iders it further. 
Coase does not raise the issue as a matter 
of distributive justice. Rather, he suggests, 
because of the reciprocal structure of the 
extemality, the traditional truces and sub
sidies are likely to lead to a misallocation 
ofresources.1 I'f it is socially less costly to 

1 Thus Coase starts out with 

... the case of a confectioner, the noise and vibrations 
from whose machinery disturbed a doctor in his work. 
To avoid harming the doctor would inflict harm on [be 
costly toJ the confectioner•. The problem f)osed by· this 
case was essentially wh~tber it was worthwhile, as a 
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remove the neighbors from the vicinity of 
the factory than to reduce the quantity 
of pollutants emitted by the plant (taking 
into account the location preferences of 
the current residents), surely the former is 
the course of action which is more desir
able socially. 

In that case, should not a tax sometimes 
be levied, at least in part on those who 
choose to live near the factory rather than 
upon the factory owners?2 Otherwise might 
not too many persons be induced to move 
near the factory thus, incidentally, in
creasing the magnitude of the Pigouvian 
tax since the social damage caused by the 
smoke must then rise correspondingly? 

A simple model shows readily that, prop
erly stated, the prescription of the Pigou
vian tradition is (at least formally) cor
rect. An appropriately chosen tax, levied 
only on the factory (without payment of 

result of restricting the methods of production which 
could be used by the confectioner, to secure more doc
toring at the cost of a reduced supply of confectionery 
products. [Section II, p. 2] 

2 If the factory owner is to be made to pay a tax equal 
to the damage caused, it would clearly be desirable to 
institute a double tax system and to make residents of 
the district pay an amount equal to the additional cost 
incurred by the fa.ctory owner (or the consumers of his 
products) in order to avoid the damage. [Coase, Section 
IX, p. 41] An even stronger statement on this subject 
occurs in Buchanan and Stubblebine (Section III): 

•.. full Pareto equilibrium can never be attained via the 
imposition of unilaterally imposed taxes and subsidies 
until all marginal externalities are eliminated. If a tax 
subsidy method, rather than 'trade,' is to be introduced, 
it should involve bi-lateral taxes (subsidies). Not only 
must B's behavior be modified so as to insure that he 
will take the costs externally imposed on A into account, 
but A's behavior musl be modified so as lo insure that 
he will take the costs iinternally' imposed on B into 
account. [italics added] 

However, in a recent letter Buchanan commented: 

In my own thinking ... I did not ever think of this sort 
of. [double] tax at all, and it would have surely seemed 
bizarre to me to suggest that taxes be levied on both the 
factory and the laundries. What we were proposing was 
the Wicksellian public-goods approach. Suppose that 
existing property rights allow the factory to put out the 
smoke ... There is a public goods problem here; the 
residents get together, impose a tax on themselves to 
subsidize the factory to install the smoke prevention 
device. 

compensation to local residents) is pre
cisely what is needed for optimal resource 
allocation under pure competi.tion. No tax 
on nearby residents is required or, taken in 
real terms, is even compatible with op
timal resource allocation. Thus the ob
vious and apparently common interpreta
tion of the Coase position is simply invalid. 
We will see, however, that the issue Coase 
himself intended to raise was rather more 
subtle and his conclusions are not neces
sarily at variance with the Pigouvian 
prescription as I interpret it. 

II. Analysis: Should the Vic:tims of
Externalities be Taxed or Compensated? 

To formalize the argument we construct 
an elementary general equilibrium model 
designed to represent in most explicit form 
the conditions envisioned in the Coase 
argument, departing from it only by an 
assumption of universal perfect competi
tion, including thereby the critical stip
ulation that costs of negotiated and vol
untary control of externali.ties are pro
hibitive. In addition, we adopt the sim
plifying premises that there is only one 
scarce resource, labor, and that the ex
ternality (smoke) only affects the cost of 
production of neighboring laundries, rather 
than causing disutility for consumers. It 
is easy to show (see for example, fn. 5) 
that neither of these simplifications, nor 
the assumption that there are only four 
activities, affects the substance of the dis
cussion. We utilize the following notation: 
Let 

x1, X2, xa, and x4 be the outputs of the 
economy's four activities, I, II, III, 
and IV 

R be the total supply of the labor re
source available 

x6 be the unused quantity of labor 
{which is assumed to be utilized as 
leisure) 
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X;.J' be the quantity of x, consumed by 
individual j (i= 1, . . . , S) (j= 1, 
•••Im) 

Pi, Pi, Pa, p,, and P& be the prices of the 
four outputs and leisure 

u;(:t1;, .•. , X6;) be the utility function 
of individual j, and 

c1(xJ , ci(x1, «i), ca(~a) and c.(x.) be the 
respeetive total labor cost functions 
for our four outputs 

Here X1 is an output whose production 
imposes external costs on the manufacture 
of xi (say4 industry II is the oft-cited 
laundry industry whose costs are increased 
bJ I's smoke). To permit the full range of 
Coase's alternatives (moving of the fac
tory's neighbors and elimination of smoke 
by the factory), each of these two products 
is t1,tken to have a perfect substitute. The 
substitute for -:i:1 is, xa whose production 
yields no externalities, but whose cost is 
different (presumably higher) than that 
of x1, We may think of commodity Ill as 
identical with I, but produced in a factory 
equipped with smoke elimination equip
ment. Similarly, industry IV is taken to 
offer the same output as. II but its opera
tions have been relocated (at a cost) in 
order to avoid the effects of the externali
ties.' Thus, by changing the rl!,tio between 
x2 and x. the model can relocate as much 
of the laundry output as is desired, 

All prices are expressed in terms of hours 
of labor so th~t, identically, 

(1) Ps = 1 

• Since product m is a perfect substitute for product 
I and product IV is a pedect substitute for prod11ct II, 
the utility function for iridividualj can be written as 
u, (:c,,+:cs;, x2,+ ;c1;, :tl;) .. This is, of course, a special case 
of the more general utility function utilized in the text, 
and as the reader can verify, the cqnclusions are to.tally 
unaflected hy theuse of thera,r,ticularform of the utility 
£unction just described. 

Pareto optimality then requires maxi
mization of the utility of any arbitrarily 
chosen individual, say m, subject to the 
requirement that there be no loss in utility 
to any of the m-1 ot'her persons, i.e.; 
given any feasible level for these other 
persons' utility. Thus the problem is' to 
maximize 

subject to 

u,:(x1;, ••• , x,;) = k1 (constant) 

(j = 1, 2, . . . , m - 1) 

(i = 1, .• . , 5) 

and the labor requirement (production 
function) constraint 

c1(x1) + ~(x1, X2) + ca(xa) + cc(x4) + X& = R 

We imm~iately obtain our Lagrangian 
.. 

L = ~ >.;[u1(xu, · · · , X&;) - k;] 

+ L 11,(x, - LXiJ) 
i I (2) 

+ ~[R - a1(x1) - ~(J1;1, X2) 

- ca(xa) - c.(x4) - X&] 

where we may take >-.. =l, k.=0. 
We use the notation u;,. to represent 

81.t;/ilx,,. and c11, t9 represent iJc,/ax,, ( or 
dcif dx,,, where appropriate). 

Theo, differentiating in tum w.ith re
spect to the X (; and the x, we obtain the 
first-order conditions 

iJL/iJx,1 = >.,-u;, - 11,, = 0 (i = 1, ... , 5) 

(j =;. 1, ... , m) 

iJL/iJx1 - - µ(011 + cu) + 111 = 0 

aLJiJx, = - µcu+ 11, = 0 (i = 2, 3, 4) 

8L/8x6 = - µ + 16 = 0 

◄ For a more sophisticated variant of this model, using 
the techniques 0£ non lin,ear progr.u:nming, see Robert 
Meyer. 
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Now, from consumer equilibrium analysis, 
we know that for any two commodities, a 
and b, and any two prices, Pa and Pb, 
we have Pa/Pb= Uja/Ujb (j= 1, · · ·, m) or 
wip;= Uj; for all i and some w;. 

Hence, A.;Uj i= >..;w;p ;, so that writing 
s;= A.;w; the first of our first-order condi
tions becomes v;= s;p; for all individuals, 
j. Consequently the value of s; must equal
the same number, s= v./ p,- for every indi
dual, and that first equation of the first
order conditions now becomes simply
v;=sp; for all i. Substituting this expres
sion for v; into the other first-order condi
tions, we obtain

sp1 = µ(cu + C21) 

spi = µci; (i = 2, 3, 4) 

(3) sp. = s = µ since Ps = 1 [by (1)]

By (3) we may then divide through the 
preceding conditions by s= µ, and they 
therefore reduce just to6 

(4) 

h =cu+ C21 

P2 = C22 

p3 = C33 

p4 = C44 

p6 = 1 

In other words, the optimal price for the 
extcrnality-generating product is equal to 
the (Pareto optimal) level of its entire 

5 The analysis can also take account of constraints oh 
the availability of land at the relevant locations, which 
give rise lo rents that equalize costs at all locations ac
tually utilized. If Sa and Sb represent the availability of
land near and away from the actory, respectively, pre
sumably we would add to the labor constraint in the 
model the two additional land-use constraints ga(x,, x,, x3 

+sa=Sa and gb(x,)+s.=S•, with the quantities of 
unused land, sa and Sb perhaps entering the utility func
tions. It then follows, just as hefore, that the equilibrium 
cortditi<ins are now P1 =c11 +c,,+p.ga,; p,=c22+p0ga2; 
P3=c3,+p.g.,; p,= c,,+P•C••; P.= 1; p.=p./µ.; fab=p•/µ.; 
where Pa and Ph are the Lagrange multipliers for the new 
constraints and Pa and Pb arc the (labor) prices of land
at the two locations. Ou.r previous conclusions are, thus, 
totally unaffected. Only the smoke producer's prpduct 
sells for more than its marginal private cost of la:hor 
plus land. 

social6 marginal cost, cu+c21, while the op
timal price for any item, i, which generates 
no externalities is simply its marginal 
private cost, c;;. To obtain these prices in 
our world of pure competition, one need 
merely levy an excise tax on item I equal 
to c21 (labor hours) dollars per unit,. just 
as the Pigouvian tradition requires. As
suming the appropriate concavity-con
vexity conditions hold, this will auto
matically satisfy the necessary and suf
ficient conditions for the Pareto optimal 
output levels.7 In the competitive case, 
where negotiation is impractical, that is 
all there is to the matter. The generaliza
tion to the case of n outputs, each of them 
imposing externalities on a number of the 
others, is immediate. 

It is important to observe that, the 
solution calls for neither taxes upon x2, tlte 
neighboring laundry output, nor compensa
tion to that industry for the damage it 
suffers. 

One way to look at the reason is that 
our model (and the pollution model in gen
eral) refers to the important case of public 
externalities. The laundry whose output is 

6 The social cost is not c21 alone but is the sum of the 
private and the external costs together (see the illum
inating terminological discussion by D. W. Pearce and 
Stanley Sturmey). Note that the tax, implicitly, is a tax 
on smoke not a tax on x1, the output of the smoke pro
ducing industry, For ifs is the quantity of smoke and I 
the unit tax we may write t c,i = (iic2/as)(ds/dx1) and 
obviously the firm can reduce its tax rate by decreasing 
the second of theseterms, the smokiness of its product. 
This point has been emphasized by Charles Plott, who 
showed that a fixed tax per unit of x, might even con
ceivably increases, ifs were an inferior input. 

7 Moreover, measured in real terms this is the only
tax arrangement that satisfie.s the optimality require
ments, neglecting the possibility of a lump sum lax or 
subsidy which does not affect the marginal conditions. 
F. Trencry Dolbear has shmvn that it is generally not
possible to find an optimal tax rate that compensates
fully those who suffer the effects of the externality. Since
no compensation is paid to industry II, t.he solution that
is derived here does not run into Dolbear's problem.
We also do not run into the pr0blem of a multiplicity of
solutions corresponding to the various points on Dol
hear's contract curve because we are dealing wit:h a
world of pure competition with a given initial distribu
tion.
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damaged by smoky air does not, by an in
crease in its own output, make the air 
cleaner or dirtier for others. As with all 
public goods, an increase in one user's con
sumption does not reduce the available 
supply to others.8 Hence, the appropriate 
price ( compensation) to a user of a public 
good (victim of a public externality) is 
zero except, of course, for lump sum pay
ments. Thus, perhaps, rather than saying 
there is no price that will yield an optimal 
quantity of a public good (externality), it 
may be more illuminating to say that a 
double price is required: a nonzero price 
(tax) to the supplier of the good, and a 
zero price to the consumer. Of course, no 
ordinary price can do this job, but a 
Pigouvian tax, without compensation to 
those affected by an externality, can m
deed do the trick. 

III. What Prevents an Excessive
Influx of Neighbors?

When only smoke emission is taxed, 
with the tax level based on the magnitude 
of X2, nearby laundry output, what will 
prevent too many laundries from moving 

8 In his discussion of these matters Coase seems at one 
point to skate awfully close to an error analogous to the 
confusion between pecuniary and technological exter
nalities. He writes (section IX): 
The tax that would be imposed would ... increase with 
an increase in the number of those in the vicinity ... 
But people deciding to establish themselves in the vicin
ity of the factory will not take into account [the result
ing) fall in the value of production which results from 
their presence. This failure to take into account costs 
imposed on others is comparable to the action of a 
factory-owner in not taking account the harm resulting 
from his emission of smoke. [p. 42I 
This is analogous to the argument that where the supply 
curve of labor is rising an increase in output by firm A
must produce externalities, by raising B's labor costs. 
But, of course, this merely represents a transfer from B
to his workers and is not a real net cost to society. For 
that reason, as is well known, pecuniary externalities 
do not lead to resource misallocation. Like a price 
change, the variation in taxes constitutes a pecuniary 
externality. Both have real consequences but they a.re 
merely "movements along" the production and utility 
functions, i.e., any given vector of inputs will be able 
to produce the same outputs as before the change in tax 
rates, and any vector of output levels will still be able 
to yield the same utility levels. 

near the smoky factory? The answer is 
that, when the tax on the externality 
producer is set properly, the externalities 
themselves keep down the size of the 
nearby population. Moreover, the level of 
the tax will control both the magnitude of 
smoke emission and thereby (indirectly), 
the size of the nearby population. A high 
tax rate will discourage smoke and hence 
encourage migration into the neighbor'

hood. A low tax rate will encourage smoke 
and, hence, drive residents away. A tax on 
smoke alone is all that is needed to con
trol the magnitudes of both variables. That 
is why, as shown by the mathematics of 
the preceding section, just a tax on the 
smoke producer is sufficient to produce an 
optimal allocation of resources among all 
the activities in our model.9 

A diagram may help to make the point 
clearer. Figure 1 shows the response of our 
two industries' outputs to a change in the 
tax rate on the polluting industry, I. We 
see that as the tax rate varies, industry 
I's output response follows the curve RR'.

Thus, if the tax level is t, the output of in
dustry I will be X11, But, because of the 
externalities, the output of industry II, in 
turn, reacts to the output of I. This rela
tionship is described by reaction curve 
PP'. With x1 = x11 we see that x2= X21-

The tax rate on II can vary all the way 
from t= 0, yielding output combination 
(x10, X20), to a prohibitive tax rate, tp, that 
drives I out of business altogether, so that 
xi= 0 and x2 = X2p• Obviously, the ratio 
xi/x2 then decreases monotonically as the 
taxrate increases and, assuming continuity, 
there will be some intermediate tax rate 
at which the two activities will be in 
balance. The tax will keep X1 in check 
while the external cost imposed by Xi on 
industry II will keep X2 to the right rela� 
tive level. There is no need for a separate 
tax on II to achieve this goal. 

g See the Appendix for a discussion of an argument by 
Buchanan and Stubblebine whi.ch is related to Coase's; 
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In order for this arrangement to work it 
is clearly necessary that the laundries noJ 
be compensated (at the margin) for the . 
smoke damage they suffer. If they received 
in compensa,tion an amount which varied 
with the magnitude of the smoke damage, 
that externality would not restrict the 
level of laundry activity near the factory. 
If the laundry operators' smoke costs were 
offset by damage compensation payments, 
obviously they would lose the economic in
centive to eschew the vicinity of the 
smoky factory10 and then Coase's tax on 
laundries would indeed be required t o keep 
them away. But then the tax would be 
needed only to sop up the compensation 
payments which should never have been 
given in the first place. 

IV. Multiple Local Maxima 
in the Coase Model 

Coase's discussion is, however, right in 
pointing out the possibility that the econ-

•• Of course, a.s smoke cost increases in the neighbor
hood of the factory, rents will ran to some extent and 
serve as partia l compenS11t ion lo the launddes . . Howeycr , 
this does not change the analysis fundamenmlly. I t is 
analogous lo the case of rise in the price of an i,1put 
which, as is well known, will tend to reduce the outpu l 
of competitive firms, even th_ough prices of other comple
mentary inputs fall asa resul t. As the discussion 0£ fool• 
note 5 shows, explicit .consideration of the price of land 
docs not change the ch~ractcr of the solution. 

omy may make the wrong choice between 
smoke elimination and laundry relocation: 
however the source of t he problem, a 
multiplicity of local maxima, does not 
emerge clearly. Coase writes: 

Assume that a factory wl)ich emits 
smoke js set up in a district previously 
free from smoke pollution, causing dam
age valued at S100 per annum. Assume 
that the taxation solution is adopted 
and that the factory owner is taxed $100 
per annum as long as the f;lctory ~mits 
the smoke. Assume furth er t]la't a 
smoke-preventing device costing $90 
per annum to ·run is. available. In these 
circumstances, the -smoke-preventing 
device would be installed .. 
... Yet the position achieved may not 

be optimal. Suppose that those who suf
fer the damage could avoid it by moving 
to other locations or by taking various 
precautions which would cost them, or 
be equivalent to a loss in income of, $40 
per annum. 'fhen there would be a gain 
in the value of production of $50 if the 
factory continued to emit its smoke and 
those now in the district moved else
where or made other adjustments to 
avoid the damage. [Section IX] 

One curious feature of this example is its 
assuml)tion that while smoke damage is 
$100, the cost of moving to other locations 
is only $40, Under these circumstances one 
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may well wonder why people living near 
the factory do not just move elsewhere on 
their own initiative. Moreover, this may 
not simply be a matter of the numbers he 
happens to have chosen. The problem 
arises whenever the cost of moving away 
from the factory is less than the cost of 
elimination of the smoke, which in tum is 
less than the cost of the smoke damage, as 
the logic of Coase's example requires. 

It is perhaps more important to recog
nize that "the example presents us with a 
choice between (at least) two local op
tima. As will be argued later, a multiplicity 
of maxima is generally rendei:ed more 
likely by the presence of externalities so 
that this issue is not a pecularity of 
Coase's illustrations. The first of the two 
local optima in Coase's example (call it 
solution A) involves zero smoke emission 
and a full complement of residents near 
the factory. In the second optimum (solu
tion B) no one remains in residence next 
to the factory and there is no restriction in 
smoke emission by the plant. Assuming 
that the (undesirable) initial position is 
the only other possibility, as Coase seems 
to suggest, which of these two will in fact 
be the global optimum depends on the 
cost of moving everyone away (m dollars) 
and the cost of elimination of the smoke 
(s dollars). 

Assume with Coase that the initial cost 
of smoke damage is $100, that s< 100, 
but that s<1n so that it is cheaper to 
eliminate the smoke than to move the 
factory's neighbors. In this case, A is ob
viously the optimal solution. Since in
habitants surround the plant, and smoke 
em1ss1on, by assumption, cannot be 
changed by small amounts, the incre
mental social damage of an increase in 
smoke emission is $100. Thus the correct 
Pigouvian tax is $100 and, since s< 100, 
with such a tax it will pay the factory to 
do the right thing by society-to install 
the smoke eliminator. 

Now assume instead that m < s < 100 (it 
is cheaper to move people than to stop 
the smoke). This time B is the optimal 
solution, and since under B no one lives 
near the factory, the incremental cos.t of 
smoke is dearly zero. Therefore the proper 
Pigouvian tax is zero, a value that in
duces the factory to continue smoking, 
and its neighbors will :find it advantageous 
(since l00>m) to exit (coughing) from the 
area. Thus the zero Pigouvian tax value 
automatically satisfies the requirements 
of solution B when Bis optimal just as the 
$100 Pigouvian tax leads to solution A 
when A is optimal. 

Of course, if B happens to be the true 
global optimum and society mistakenly 
imposes the $100 Pigouvian tax appro
priate for (local) optimum A, the economy 
may well end up with the inferi~r equi
librium A. This is the usual difficulty one 
encounters whenever there is a multiplic
ity of maxima, a problem that Pigou so 
clearly recognized (pp. 140, 224). 

V. Departures from the Optimum and 
Adjustments in the Tax 

If there is a d~parture from the optimal 
solution, for whatever reason, the value of 
the Pigouvian tax need not change. If, for 
example, B is the global optimum so that 
the optimal tax is zero, that tax need not 
be increased if a few (misguided) indivi
duals choose to move back near the fac
tory so that additional smoke now incurs 
(say) $50 in damage. At the optima/. sol1,
tion the marginal cost of smoke is zero, 
and the equilibrium Pigouvian tax remains 
zero-it does not increase to $50. 

Here we have arrived at the issue which, 
I now understand, was really Coase's main 
point in the portion of his article we are 
considering. He writes in a letter: 

. .. Let us assume your optimum tax is 
imposed. Now suppose that A estab
lishes bimself near the plant which pro
duces the damaging emissions and thus 
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increases the amount of damage. Would 
your tax increase? My guess is that it 
would not (certainly if your tax system 
is right it should not). The tax.system I 
was attacking was one which would in 
these circumstances, automatically iead 
lo an increase in the tax as the damage 
increased. 

This point is, surely, quite different from 
the issue he is usually interpreted to have 
raised (see the quotations in fn. 1, above, 
which suggest how the "usual interpreta
tion" arose). It i's, however, not incon
sistent with the optimal solution derived 
in the previou·s section nor is it inconsistcn t 
with what I take to be the Pigouvian 
tradition. 

But even on this issue Coase's strictures 
are not necessarily valid. Suppose that a 
regulator, having no way of calculating 
the optimal values of the Pigouvian tax is, 
however, able to determine the value of 
any marginal social damage at any point 
in time. Faut de 1ttieu~ he therefore sets a 
tax rate equal to Cttrrcnt marginal social 
damage on the smoke producer. This 
causes him to reduce his smoke, and so 
brings more laundries into the neighbor
hood. The tax is then readjuste-d to equal 
the new (higher) value of damage per puff 
of smoke, more la:undries move in, and so 
on. Will this process of trial and error ad
justments of the tax level, always setting 
it equal to current marginal smok.e dam
age, converge to the optimum of Section 
TI? That is, will tbe sequence of tax values 
converge to the optimal Pigouvian tax 
level, and will resource allocation ap
proach optimality? That now seems to be 
Coase's main question. 

Obviously, such a learning process al
ways involves wastes and irreversabilities, 
just ]ike the process of convergence of 
competitive prices to their equilibrium 
values in the absence of externalities. But 
if we follow the usual practice of. assuming 
away these costs, one can show that the 

process may be expected to converge to 
the optimum, provided the equilibrium is 
unique and stable. That is, there is then 
nothing inherently different about grad
ually moving taxes and prices towards 
their equilibrium here, and the process of 
adjustment toward competitive equi
librium when there are no externalities. 

Specifically, letting s, represent the tax 
per unit on commodity 1 at time t, and 
G; be the ith adjustment function we may 
set 

dxu/dt = G1[Pi. - s. - c11(x1t)] 

(5) dx2Jdt = G![P2, - c.22(x,., x2.)) 

dx,,/dt = G;[p,., - c,-;{x;,)] (i = 3, 4) 

(6)s\ = cu(xu, X21) P;1 = f;(:t11, .. • , xG,) 

and where, as usual, we take 

(7) 

(8) 

Going back to Section II, when op
timality conditions ( 4) hold., we see by 
substituting them into (5) that all dx;i dt 
= 0, i.e., (4) is indeed an equilibrium posi
tion for the dynamic system (5)-(8). Fur
thermore, any solution that does not 
satisfy ( 4) must involve at least one non
zero argument in the adjustment functions 
(5), and so no solution that fai ls to satisfy 
(4) can be an equilibrium. 

It follows that if the dynamic system 
(5)~(8) is stable, and the solution to ( 4) 
is-unique, the process with taxes set equal 
to citrrent marginal damage and imposed 
only on tlte polluter will converge toward 
the optimum. One does not need to .have 
calculated the optimal tax yalues from the 
beginning and stick to them. 

The reason this process of simultaneous 
learning and adjustment does not work in 
Coase's example is that it involves (at 
least) two local maxima_, as we have al
ready noted. And in such a case, ob
viously, the adjustment mechanism may 
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well t ake us to the wrong maximum. Un
fortunately, as we will see presently, in the 
presence of externalit ies, a multiplicity of 
maxima is all too likely t o be with us. 

VI. Implementation Problems 

Despite the validity in principle of the 
tax-subsidy approach of the Pigouvian 
tradition, in practice it suffers from serious 
difficulties. For we do not know how to 
estimate the magnitudes of the social costs, 
the data needed to implement the Pigou
vian tax-subsidy proposals. For example, 
a very substantial portion of the cost of 
pollution is psychic; and even if we knew 
how to evaluate the psychic cost to some 
one individual we seem to have little hope 
of dealing with effects so widely diffused 
through the population.11 

This would not necessarily be very 
serious if one could hope to learn by ex
perience. One might try any plausible set 
of taxes and subsidies and then attempt, 
by a set of trial and error steps, to ap
proach the desired magnitudes. Unfor
tunately, convergence toward the desired 
solution by an iterative procedure of this 
sort requires some sort of measure of the 
improvement (if any) that has been 
achieved at each step so that the next trial 
step can be adjusted accordingly. But we 
do .not know the socially optimal com
position of outputs, so we simply have no 
way of judging whether a given change in 
the trial tax values will even have moved 
matters in the right direction. 

11 For an excellent discussion of some of the work done 
in trying to implement Pigouvian taxes in practice, see 
Allen Kneese and Blair Bower, esp. ch·. 6 and 8. The 
difficulty or detci:mining the magnitude of the P igouvian 
tax0subsidy level is one of Coase's major points, one 
that seems often to be overlooked in discussions of his 
paper. Thus Coase writes in a letter, "The view I e.~
pressed in my article was not that such an optimum tax 
system Oevied solely on the damage producing firm) 
was inronceivaplc but that I could not see how the data 
on which it would have to be based could be assembled." 
An interesting approach to application for the small 
numbers case that is based on the decomposition prin
ciple of mathematical programming is presented by 
Davis and Whinston (1966). 

These difficulties are compounded by 
another characteristic of externalities 
which has already been mentioned-the 
likelihood that in the presence of externali
ties there will be a multiplicity of local 
maxima (see Richard Portes, D. A. 
Starrett, and Baumol). Consequently, even 
if an iterative process were possible it 
might only drive us toward a local maxi
mum, and may thus fail to take advantage 
of the really significant opportunities to 
improve economic welfare. 

A simple model in the spirit of that of 
Section II can be used to show that the 
presence of "strong" externalities can be 
expected to produce a violation of the 
convexity conditions in whose absenc·e one 
normally finds a multiplicity of local op
tima. 

Let us assume (to permit the use of a 
two-dimensional diagram) that there exist 
only the first two of our four act ivities 
(the smoky output, x1, and nearby 
laundry, x2), and that their respective cost 
functions are, as before, c1(xi) and 
c2(x1, x2). As a result, the equation of the 
production possibility locus is 

c1(x1) + c2(x1, xi) = R 

For convenience let us use k as a pa
rameter measuring the strength of the 
(marginal) externality.12 Assume first that 
there are diminishing returns (increasing 
cbsts) in the production of the two outputs, 
and that there are no marginal external 
effects so that k=O. (At the margin in
dustry I's output produces no smoke or 
smoke is harmless to industry II.) In that 
case it is easy to show that the production 
possibility locus must satisfy dx;/dx~ 
< 0, i.e., that the locus must assume the 
general shape A CoB in Figure 2 with the 
concavity property required by the second
order conditions. 

Now, suppose that the activity of in-

12 E.g., k may be interpreted as iJ'c:/ax,ax,, i.e., the 
additional mo.rginal resources cost of output 2 resulting 
from a unit increase in output l. 
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x,* B x, 
FIGURE 2 

dustry I docs produce some external 
damage (k>O). What happens to the 
production possibility locus? First I will 
argue that neither of its end points, A or 
B, will normally be affected. At point B, 
laundry output, x2, is zero. Hence, no mat
ter how much smoke is produced, there is 
no laundry output to be damaged. Point 
B is therefore invariant wi th the magni
tude of k. Similarly, at A, the smoke 
creating output is zero. Consequently, no 
matter how smoky the process of produc
ing output II may be ( no matter how large 
the value of k) the total smoke emitted 
will be (output x1) ·(smoke per unit of out
put)=0, since the first of these factors is 
zero. Thus the position of point A remains 
invariant with the magnitude of k. 

The effect on interm:ediate points such 
as Co on the locus is quite different. Ask in
creases it takes increasing quantities of 
resources t o produce a given volume of 
laundry. Thus, with any fixed value of 
x1, say x:, as k increases, the quantity of 
laundry that can be turned o.ut with a 
given quantity of resources, R, must de
cline. Point Co will be pushed down to 
some lower point, C1• With. a still greater 
value of k it will be lowered still further. 
As smoke damage increases without limit 
it will take larger and larger quantities of 
resources to turn out a given quantity of 
laundry and eventually we approach a 

limit point -y on the horizontal axis, at 
which it is no longer possible to produce 
clean clothes with any finite quantity of 
resources. 

Now draw in straight line segment AB 
whose position does not vary with k since 
neither A nor B does. It is clear that as 
k increases we will eventually come to 
some point C. beyond which all remaining 
points in the sequen'Ce C,+1, C.+2, • .. lie 
below AB. Beyond this point, ob-viously, 
the second-order conditions must be 
violated, as the production possibility 
curve approaches the axes, AOB. 

Thus we see that the presence of suf
ficient ly strong detrimental externalities 
will generally produce a violation of the 
second-order conditions. Only in the 
presence of insignificant externalities can 
on.e have any degree of confidence that 
the convexity condi.tions will hold.13 

It is easy to offer an in tui tive reason 
indicating how the presence of exter
nalities increases the likelihood of a mul
tiplicity of maxima, a reason that suggests 
that the problem is very real and poten
tially very serious in practice. Where a 
particular activity reduces the efficiency 
of another it becomes plausible that the 
optimal level of that activity, at least at 
some particular locations, is zero. If there 
are one hundred possible locations for the 
plants of a smoke-producing industry the 
worst possible solution might be to place 
some plants in each candidate location. 
Any sol~tion leaving at least some com
bination of smoke-free areas may be pref
erable, and may well constitute a local 
maximum. 

To make the point more concret ely, 
suppose we are dealing with an island sep
arated by a ridge of mountains that pre-

13 T he analvsis can lie extended l o the case nf II ac
livilies and ;xlernnlitics I hat enter utility as ~veil as 
production fu nctions. The analysis here contin~ itself 
to. externalities producing inefficiencies on the produc
tion side following a suggestion of Jacob Marschak lh~L 
the argument is more persuasive if framed in these terms. 
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FIGURE 3 

vent smoke from going from one side to 
the other (Figure 3). Let S. and S6 be 
the volume of smoke-producing activity 
located on the two respective sides of the 
island, and let P. and P6 be the corre
sponding number of residents living there. 
Let s.+Sb=S and P.+Pb=P. Then, if 
the social cost .of the smoke is great 
enough, there will obviously be at least 
two local optima: (Pa=P, Pb=O, S.=O, 
Sb=S) and (P.= 0, Pb=P, S. =S, S6=0)°. 
For either of these arrangements keeps the 
smoke and the people apart. This does not 
mean, of course, that the two solutions are 
equally desirable. If A offers great scenic 
attractions while B is closer to raw ma
terials we m·ay expect the former of the 
two local maxima to be preferable. We 
cannot preclude the possibility of a third 
(interior) maximum, for once there is 
some industrial activity on each of the 
two sides of the island there may be some 
least cost distribution of people and in
dustrial activity. But we see that we may 
well expect to encounter at least two local 

maxima. With mote separated locations 
and more sources of externalities the 
number of combinations of zero-valued 
variables that constitute · 1ocal maxima 
may well grow astronomically. 

Tlie presence of a number of local 
maxima clearly means that an "improve
ment" may merely represent a move 
toward some minor peak in the social wel
fare function and it can, therefore, im
pose serious opportunity losses on society. 
All in all, we are left with little reason for 
confidence in the applicability of the 
Pigouvian approach, literally interpreted. 
We do not know how to calculate the re
quired taxes and subsidies and we do not 
know how to approximate them by trial 
and error. 

VII. An Alternative Approach- Adjustment 
of Taxes to Achieve Acceptable 

Exrernaliry Levels 

There is an alternative approach to the 
matter that seems perfectly natural. On 
issues as important as those we are dis
cussing, given the limited information at 
our disposal, it 'is perfectly reasonable to 
act on the basis of a set of minimum stan
dards of acceptability. If, say, we treat 
the sulphur content of the atmosphere as 
one of the outputs of the economic system, 
it is not unreasonable to select some maxi
mal level of this pollutant that is con
sidered satisfactory and to seek t o de
termine a tax on the offending inputs or 
outputs capable of achieving the chosen 
standard. This is precisely the approach 
employed in the formulation of stabiliza
tion policy, where it is decided that an 
employment rate exceeding w percent and 
a rate of inflation exceeding P pex:cent per 
year are simply unacceptable, and fiscal 
and monetary measures are then designed 
accordingly.14 

14 As. this disc;ussion indic~tes, I join W cllicz in refus
ing to abandon externalities policy entirely to Littl'e's 
"administrative decisions" (p. 184) or to Ralph Tur
vey's "applied economist" (p. 313). For further discus-
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The advantages (as well as the limita
tions) of this approach arc dear-unlike 
the Pigouvian procedure, it promises to 
be operational because it requires far Jess 
information for its implementation. More
over., it utilizes global measures and a voids 
direct controls with all of their heavy ad
ministrative costs and their distortions of 
consumer choice and inefficiencies. It does 
not use the police and the courts as the 
prime instrument to achieve the desired 
modification of the outputs of the econ
omy. Its effects are long lasting, not de
pending on the vigor of an enforcement 
agency, which all too often proves to be 
highly transitory. Unlike most other mea
sures that have been proposed in lhe area 
it need not add to the mounting financial 
burdens of the state and local govern
ments. Finally, it can be shown that, un
like any system of direct controls, it 
promises, at least in principle, to achieve 
decreases in pollution or other types of 
damage to the environment at minimum 
cost to society .16 

sip11 see Baumol and Wallace Oates. For an earlit;.r pro
posal -that is very similar in spirit, see J ohn H. Dales, 
ch. 6. 

11 This proposition has been suggested elsewhere (sec, 
for example, Kneesc and Bower, chs. 5 and 7; Larry 
Ruff, p. 79), and will be fairly obvious to anyone familiar 
with the analysis of the allocative effects of price changes 
and their cllicienoy properties. Specifically, suppose il 
is desired to reduce the pollution content of a river by 
k pe~ccnt. Obviously a k percent reduction i11 the num
ber of gallons emitted by each of the plants discharging 
wastes into the river will generally not be the desired 
solution. rhe theorem in ques\ion then asserts the fol
lowing: 

Gi~en 1/,o prod,lclion of any desi,td ~ulor of final outj>l,ts 
by the plants a/0111: t/1e ri~cr, a lar per talion of c.ffltte111 
sujfitienl to rul11ce t/1e overall poll111io11 co1lle11t o.f 1/tt ri~er 
lo the desired l~l will a11/0111alically ac/ri~e Uris, decrease 
al inilli11111n, tolal cost lo all plauls cni11bined. 

The proofo.f the theorem is a straightforward exercise 
in constrained maximization (see Baumol and Oates). 
Il works, of course, because the lower the. marginal cosl. 
of teduction in pollution outflows of a particular plant, 
lhe larger the reductions it. will pay ii .lo undertake lo 
avoid the corresponding tax payment. 

What i~ surprising aboutthe proposition, if anything, 
is that, unlike many results in welfare analysis, it docs 
not require the firms along the river, or any other fi rms, 

One can expect. an acceptability cri
terion procedure to be operational be
cause policy makers think quite naturally 
in terms of minimum acceptability stan
dards, and while it is no doubt an exag
geration to say that they can arrive at 
them easily, there are all sorts of prece
dents indicating that such standards can 
be decided upon in practice. 

Though we are unlikely to be able to 
determine in advance precisely a set of 
tax values that will achieve the desired 
output standards, the output level 
achieved by a given tax arrangement is 
readily observed and, at least in principle, 
it is possible to learn by trial and error, 
continuing the direction of change of any 
tax modifications that turn out to bring 
outputs closer to their target levels. Si.nee 
the procedure is a satisfi.cing rather than a 
maximizing approach the possibility of a 
multiplicity of maxima is not relevant. 

That is to say, one generally expects a 
considerable number of solutions to satisfy 
a particular set of acceptability conditiorts 
(various resource allocation patterns may 
be able to achieve a.given set of reductions 
in pollution levels) w/1ether or not the sec
ond-order conditi01is are satisfied. If several 
of these do so, then the .essence of the 
satisficing approach is that one simply 
utilizes the first of the acceptable solu
tions that is discovered. One gives up any 
attempt to achieve any standard of op
timality ( other than minimization of cost16 

for a given degree of protection of the en
vironment) and rests content with any 
solution that happens to satisfy the stan
dards that have been selected. 

to be perfect competitors, nor does it have to assume 
that they maximize profils ralher than share of market 
or growth or some othcr"targeL variable. All it requires i~ 
that the firms wish to produce whatever output Chey 
select at minimum cost lo themselves. 

" Of course it is conceivable that there may be more 
than one local cosl minimum. Tn thal case an. effluent 
charge that-yields an acceptable pollution level may not 
yield the global cost minimum. This may be something 
that practical policy simply has no way of avoiding. 
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Thus, the acceptability criterion ap
proach does not dispose of the difficulties 
involved in finding a true optimum
rather it sweeps those difficulties under the 
rug. Even with pollution reduced to ac
ceptable levels, there will remain the 
possibility that t he ( undiscovered) global 
optimum offers us a world far better tha n 
what we have managed to achieve-if only 
we k new how to attain it. But if we p ermit 
ourselves to be paralyzed by councils of 
perfection we may have still greater cause 
for regret. 

It may be that with time we can learn 
to improve the workings of a set of stan
dards of acceptability. If, say, it t urns out 
to be unexpectedly cheap to att a in the 
initial pollution standards, it may .be rea
sonable to tighten the standards on the 
presumption that marginal CO!lt S will not 
yet have equalled the marginal social 
benefits. Successive modifications in the 
criteria based on experience and revalua
tion may produce results that on the whole 
are not too bad. 

If firms are put on notice that the ac
ceptability standards may well be modified 
in the future this may lead th em to con
struct what George Stigler describes as 
more flexible plants,- plants which are de
signed to keep down the cost of response 
to changes in standards. Of course, flex
ibility itself is not costless. However, i t 
may be precisely what is appropriate for a 
society which is only beginning to learn 
how to grapple with its environmental 
problems. 

APPENDIX 

Buchanan , Stubblebine and Taxation of 
Both Parties lo an Exlernality 

Buchanan and Stubblebine have raised ob
jections to the Pigouvian solution similar to 
those offered by Coase (see fn. 2, above). 
Much of their discussion deals with the case 
where voluntary negotiation in the presence 
of externalities will lead automatically to a 

Pareto optimum. As already admi tted, in 
this case a Pigouvian tax will only cause 
trouble. However, the authors also appear to 
offer an argument against. the Pigouvian tax 
for the case in which negotiation is absent. 

Their argument, if I understand it cor
rectly, is that after industry I adjusts to a 
P1gouvian tax on its output, for that industry 
the marginal yield of an increase in x1 is zero. 
However, for industry II, at the poin t 'Y the 
marginal yield of x1 is c21 < 0. There must, 
consequently, be potential gains from trade 
between the two industries. They state: 

So Jong as [(aG2/ ox1)/(a~/ ax,)] remains 
nonzero, a Pareto-relevant marginal ex
ternality remains, despite the fact that 
the full 'Pigouvian solution' is attained. 
The apparent paradox here is .not diffi
cult to explain. Since, as postulated, [II] 
is not incurring any cost in securing the 
change in [Jls] behavior, and since there 
remains, by hypothesis, a marginal dis
economy, further 'trade' can be worked 
out between th·e two parties .... The 
important implication to be drawn is. 
that full Pareto equilibrium can never 
be attained via tl1e imposition of unilat
erally imposed taxes and subsidies ... 

[Section III, pp. 382-83] 

No doubt this is true-in a competitive 
situation hvo interrelated industries can gen
erally increase their joint profits ("gain from 
trade") by collusion at the expense of the 
general public. In the case under discussion, 
if the output of x1 is reduced it is true that 
industry I will lose nothing and industry II 
will gain '21- However., society as a whole 
will experience no net gain. 

Since the analysis deals exclusively wi.th 
resource allocation we must. assume that the 
labor released by the reduced value of x, will 
be employed elsewhere to produce more of 
some other output or more leisure. Conse
quently, the goods or services represented by 
the t units in taxes must be redistributed to 
the .general public either by -remission of 
another tax, increased provision of govern
ment services or some other mean·s. 

We may now evaluate the consequences 
·of a unit increase in the output of x1 on the 
entire society by summing u_p the direct ef
fects on each of the three groups immediately 
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Incremental gain or 
revenue 

Incremental cost 

Industry I 

p 

(cu+t) = (cu +c,i) 

concerned: industry I , industry II, consum
ers, and the consequences of the tax receipLS 
for the general public (which encompasses 
all consumers and producers, including those 
already mentioned}. These are shown in the 
table above Adding up the incremental 
gains and revenues \ve see that the net social 
gain is zero, precisely as optimality requires. 
There is only a redistribution from industry 
II to the general public. 

In a ·recent .letter Buchanan comments; 

As for the nonoptimality of a unilater
ally imposed tax, the problem here is 
that income effects enter to make the 
benefit-receiving side change behavior 
so that still further adjustments would 
be neces~ary ... Our point was that 
this new posi~ion would not be one of 
full equilibrium if income effects enter. 
The laundries would now find that they 
secure Lhe benefits of cleaner air wilhoul 
cost to themselves. Presu,mably this 
would make them do more laundry. 
This change in behavior would in turn 
change the apparent optimal solution. 
Admittedly, the imposed solution quali
fies as Pareto-optimal jf further trading 
is prohibited. And here Pareto-equilib
rium does take on a different meaning 
from Pareto-optimal. Gains-from-trade 
e_xist, as you agree and, once these take 
place, we are not in an optjmal solution. 

In this paper I deal with the case wher.e 
trading fails to take place not because it is 
prohibited, but because (as seems charac
teristic of our m·ost important externalities 
problems in reality) large numbers make 
trading virtually impossible to arrange 
(where have we seen automobile drivers pay 
one ano.ther to cut down their exhau.st?). 
Moreover, one must distinguish between the 
role of Buchanan's income effect and that 
of 1'fur.ther trading." Of course, further trad
ing can destroy the optimality of the results 
achieved by a Pigouvian tax. For, as just 

Industry II Consumers 

u,= cn+t 

" 

Gcn·cral 
Public 

argued, in that case the two affected groups 
gain by exploiting the community. On the 
other hand, the "income effect"-the influx 
of laundries near the factory a.s clean air 
becomes cheaper is precisely the reason a tax 
on Lhe smoke producer alone can lead every
o,ie to behave Pareto optimally (~ee Sec
tion III) . 
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Environmental Economics: A Survey 
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University of Maryland and Resources f or the Future 
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Palmquist, John Pezzey, Paul Portney, V. KernJ Smith, Tom Tieten
berg, and ]atMs Tobey. Finally, we want to thank Jonathan Dunn, 
Joy Hall, Dqn Mussatti, and Rene Worley for their assistance in the 
preparation of the manuscript. 

I. Introduction : 

WHEN THE ENVIRONMENTAL revolution 
arrived in the late 1960s, the eco

nomics profession was ready and waiting. 
Economists had what they.saw ~s a coher
ent and compelling view of. the nature 
of pollution with a straightforward set of 
policy implications. T,he problem of ex
ternalities and the associated market fail
ure had long been a-part of. microeco
nomic theory. and was embedded in a 
number of standard texts. E;conomists 
saw pollution as the consequence of an 
absence of.prices for certain scarce envi
ronmental resources (such ,as . clean air 
and water), and they .prescribed the· in
troduction of surrogate prices in the form 
pf unit taxes or "effiuent fees" to provide 
the needed signals fo economize on the 
use 0.£ these resources. While much .of 

the analysis was of a fairly general charac
ter, there was at least some careful re
search underway · exploring the applica
tion of economic solutions to certain 
pressing environmental problems (e.g. , 
Allen Kneese and Blair Bower 1968). 

The economises view had-to the dis
may of the profession-little impact on 
the in'itial surge oflegislation for the con
trol of pollution. In fact, the cornerstones 
of federal environmental policy in the 
United States, the Amendments to the 
Clean Air Act in 1970. and to the Clean 
Water Act in 1972, explicitly prohibited 
the weighing of beneffts against costs in 
the setting of environmental standards. 
The former directed the Environmental 
Protection Agf:!ncy to set maximum limi
tations on pollutant concentrations "in the 
atmo~phere "to · protect the public 
health";_ the latter set as an objective the 
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"elimination of the discharge of all [our 
emphasis] pollutants into the navigable 
waters by 1985. "1 

The evolution of environmental policy, 
both in the U.S. and elsewhere, has inev
itably brought economic issues to the 
fore; environmental regulation has n eces
sarily involved costs-and the question 
of how far and how fast to push for pollu
tion control in light of these costs has 
entered into the public debate. Under 
Executive Order 12291 issued in 1981, 
many proposed environmental measures 
have been subjected to a benefit-cost 
test. In a·ddltion, some more recent 
pieces of environmental legislation, nota
bly the Toxic Substances Control Act 
(TSCA) and the Federal Insecticide, 
Fungicide, and Rodenticide Act (FI
FRA), call for weighing benefits against 
costs in the setting of standards. At the 
same time, economic incentives for the 
containment of waste discharges have 
crept into selected regulato1y measures. 
In the United States, for example, the 
1977 Amendments to the Clean Air Act 
introduced a provision for "emission off
sets" that has evolved into the Emissions 
Trading Program under which sources 
are allowed to trade "rights" to emit air 
pollutants. And outside the United 
States, there have been some interesting 
uses of effluent fees for pollution control. 

This is a most exciting time-and per
haps a critical juncture-in the evolution 
of economic incentives for environmental 
protection. The Bush Administration 
proposed, and the Congress has intro
duced, a measure for the trading of sulfur 
emissions for the control of acid rain un-

1 Although standards were to be set solely on the 
basis of health criteria, the 1970 Amendments to the 
Clean Air Act did include economic feasibility among 
its gwdelines for setting source-specific standards. 
Roger Noll has suggested that the later 1977 Amend
ments were, In fact, more "anti-economic" than any 
that went before. See M·atthew McCubblns, Roger 
Noll, and Barry Weingast {1989) for a carefu1 analysis 
of this legislation. 

der the new 1990 Amendments to the 
Clean Air Act. More broadly, an innova
tive report from within tl1e U.S . Con
gress sponsored by Senators Timothy 
Wirth and John Heinz, Project 88: Har
nessing Market Forces to Protect Our 
Environment (Robert StaviIJs 1988) ex
plores a lengthy list of potential applica
tions of economic incentives for environ
mental management. Likewise, there is 
widespread, ongoing discussion in Eu
rope of the role of economic measures 
for pollution control. Most recently in 
January of 1991, the Council of the Orga
nization for Economic Cooperation and 
Development (OECD) has gone on rec
ord urging member countries to "make 
a greater and more consistent use of eco
nomic instruments" for environmental 
management. Of particular note is the 
emerging international concern with 
global environmental issues, especially 
with planeta1y warming; the enormous 
challenge and awesome costs of policies 
to address this issue have focused interest 
on proposals for "Green Taxes" and sys
tems of tradable permits to contain global 
emissions of green.house gases. In short, 
this seems to be ·a time when there is a 
real opportunity for environmental econ
omists to make some valuable contribu
tions in the policy arena-if, as we shall 
argue, they are willing to move from 
"purist'' solutions to a realistic consider
ation of the design and implementation 
of policy measures. 

Our survey of environmental econom
ics is structured with an eye toward its 
policy potential. The theoretical founda
tions for the field are found in the theory 
of externalities. And so we begin in Sec
tion II with a review of the theory of 
environmental regulation in which we 
explore recent theoretical results regard
ing the choice among the key policy in
struments for the control of externalities: 
effiuent fees, subsidies, and marketable 
emission permits. Section III takes us 
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from the theory of externalities to policy 
applications with a focus on the structur
ing and implementation of realistic mea
sures for environmental management. 
This section reviews the work of environ
mental economists in trying to move from 
formal theorems to measures that ad
dress the variety of issues confronting an 
environmental regulator. We describe 
and evaluate briefly, as part of this treat
ment, the U.S. and European experi
ences with economic incentives for pollu
tion control. In addition, we explore a 
series of regulatory issues--cenh·aliza
tion versus decentralization of regulatory 
authority, international effects of domes
tic environmental policies, and enforce
ment-matters on which environmental 
economists have had something to say. 

In Section IV, we turn to the measure
ment of the benefits and costs of environ
mental programs. This has been a partic
ularly tr.oublesome area for at least two 
reasons. First, many of the benefits and 
costs of these programs involve elements 
for which we do not have ready market 
measures: health benefits and aesthetic 
improvements. Second, policy makers, 
perhaps understandably, have proved re
luctant to employ monetary measures of 
such things as "the value of human life" 
in the calculus of environmental policy. 
Environmental economists have, how
ever, made some important strides in the 
valuation of "nonmarket" environmental 
services and have shown themselves able 
to introduce discussion of these measures 
in more effective ways in the policy 
arena. 

In a survey in this Journal some fifteen 
years ago, Anthony Fisher and Frederick 
Peterson (1976) justifiably contended 
that techniques for measuring the bene
fits of pollution control are "to be taken 
with a gr.ain .of salt" (p. 24). There has 
been considerable progress on two dis
tinct fronts since t.his earlier survey. 
First, environmental (and other) econo-

mists have shown considerable ingenuity 
in the development of techniques
known as indirect market methods-that 
exp'loit the relationships between envi
ronmental quality and various marketed 
goods. These methods allow us to infer 
the value of improved environmental 
amenities from the prices of the market 
goods to which they are, in various ways, 
related. Second, environmental econo
mists have turned to an approach re
garded historically with suspicion in our 
profession: the direct questioning of 
individuals about their valuation of en
vironmental goods. Developing with 
considerable sophistication the so-called 
"contingent valuation" approach, they 
have been able to elicit apparently reli
able answers to questions involving the 
valuation of an improved environment. 
In Section IV, we explore these various 
methods for the valuation of the benefits 
and costs of environmental programs and 
present some empirical findings. 

In Section V, we try to pull together 
our treatment of measuring benefits and 
costs with a review of cases where bene
fit-cost analyses have actually been used 
in the setting of environmental stan
dards. This provides an opportunity for 
an overall assessment of this experience 
and also for some thoughts on where such 
analyses are most needed. We conclude 
our survey in Section VI with some re
Hections on the state of environmental 
economics and its potential contribution 
to the formulation of public policy. 

Before turning to substantive matters, 
we need to explain briefly how we have 
defined the boundaries for this surVey. 
For this purpose, we hav!;! tried to distin
guish between "environmental e.conom
ics" and ''natural resource economics." 
The distinguishing characteristic of the 
latter field is its concern with the inter
temporal allocation of renewable and 
nonrenewable resources. With its origins 
in the seminal paper by Harold Hotelling 
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(1931), the theory of natural resource 
economics typically applies dynamic con
trol methods of analysis to problems of 
inte1temporal resource usage. This has 
led to a vast literature on such topics as 
the management of fisheries, forests, 
minerals, energy resources, the extinc
tion of species, and the irreversibility of 
development over time. This body of 
work is excluded from our survey. The 
precise dividing line between environ
mental economics and natural resource 
economics is admittedly a little fuzzy, but 
in order to keep our task a manageable 
one, we have restricted our survey to 
what we see as the two major issues in 
environmental economics: the regulation 
of polluting activities and the valuation 
of environmental amenities. 

II. The Normative Theory of 
Environmental Regulation 

The source of the basic economic prin
ciples of environmental policy is to be 
found in the theory of externalities. The 
literature on this subject is enormous; it 
encompasses hundreds of books and pa
pers. An attempt to provide a compre
hensive and detailed description of the 
literature on externalities theory reaches 
beyond the scope of this survey. Instead, 
we shall attempt in this section to sketch 
an butline of what we see as the central 
results from this literature, with an em
phasis on their implications for the design 
of environmental policy. We shall not ad
dress a number of formal matters (e.g., 
problems of existence) that, although im
portant in their own right, have little to 
say about the structure of policy mea
sures for protection of the environment. 

A. The BMic Theory of Environmental 
Policy2 

The standard approach in the envi
ronmental economics literature charac-

2 For comprehensive and rigorous treatments of 
the general ideas p resented in this section, see, for 

terizes pollution as a public "bad" that 
results from "waste discharges" associ
ated with the production of private 
goods. The basic relationships can be ex
pressed in abbreviated form as: 

U = U(X,Q) 
X=X(L,E,Q) 
Q = Q(E) 

(1) 
(2) 
(3) 

where the assumed signs of the partial 
derivatives are Ux > 0, U9.. < 0, XL> 
0, XE> 0, XQ < 0, and <,b; > 0. The 
utility of a representative consumer in 
equation (1) depends upon a vector of 
goods consumed (X) and upon the level 
of pollution (Q). Pollution results from 
waste emissions (E) in the production of 
X, as indicated in (2). Note that the pro
duction function in (2) is taken to include 
as inputs a vector of conventional inputs 
(L), like labor and capital, the quantity 
of waste discharges (E), and the level of 
pollution (Q). In this formulation, waste 
emissions are treated simply as another 
factor of production; this seems reason
able since attempts, for example, to cut 
back on waste discharges will involve the 
diversion of other inputs to abatement 
activities-thereby reducing the availa
bility of these other inputs for the pro
duction of goods. Reductions in E, in 
short, result in reduced output. More
over, given the reasonable assumption 
of rising marginal abatement costs, it 
makes sense to assume the usual curva
ture properties so that we can legiti
mately draw isoquants in L and E space 
and treat them in the usual way. 

example, William Baumol (1972), Baumol and Wal
lace Oates (1988), Paul Burrows (1979), and Richard 
Comes and Todd Sandler (1986). We have not in· 
eluded in this survey a literature on conservation 
and development that bas considered issues' of irre
versibility .in the time of development for which the 
seminal papers are John Krutilla (1967), ll!ld Kenneth 
Arrow and Anthony Fisher (1974). This literature is 
treated in the Anthony Ffsher and Peterson survey 
(1976) lllld, more recently, in Anthony Fisher (1981, 
ch. 5). 
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The production function also includes 
as an argument the level of pollution (Q), 
since pollution may have detrimental ef
fects on production (such as soiling the 
output of the proverbial laundry or re
ducing agricultural output) as well as pro
ducing disutility to consumers. The level 
of pollution is itself some function of the 
vector of emissions (E) of all the produc
ing units. In the very simplest case, Q 
might be taken to equal the sum of the 
emissions over all producers. 3 

One extension of the model involves 
the explicit introduction of "defensive" 
activities on the part of "victims. " We 
might, for example, amend the utility 
function: 

U = U[X,F(L ,Q)] (4) 

to indicate that individuals can employ 
a vector of inputs (L) to lessen, in some 
sense, their exposure to pollution. The 
level of pollution to which the individual 
is actually exposed (F) would then de
pend upon the extent of pollution (Q) 
and upon the employment of inputs in 
defensive activities (L). We could obvi
ously introduce such defensive activities 
for producers as well. We thus have a 
set of equations which, with appropriate 
subscripts , w0.uld describe the behavior 
of the many individual households and 
firms that comprise the system. 

It is a straightforward exercise to maxi
mize the utility of our representative in
dividual (or group of individuals) subject 
to (2) and (3) as constraints along with a 
further constraint on resource availabil-

3 This h ighly simplifed model, although useful for 
our analytical purposes, admittedly fails to encompass 
the complexity of the natural environment. There 
is an important literature in environmental econom
ics that develops the " materials-balance" approach 
to environmental analysis (see Kneese, Robert Ayres, 
and Ralph d'Arge 1970; Karl-Goran Mah; r f974. 
1985). This approach introduces explicitly the nows 
of environmental resources and the physical laws to 
which ihey are subject. Some of these matters will 
figure in the discussion that· follows. 

ity. This exercise produces a set of first
order conditions for a Pareto-efficient 
outcome; of interest here is the condition 
talcing the form: 

ax=_ [ L (au aQ) / au 
aE aQ aE ax 

+" (ax aQ)] 
LJ aQ aE C

5) 

Equation (5) indicates that polluting 
firms should extend their waste dis
charges to the point at which the mar
ginal product of these emissions equals 
the sum of the marginal damages . that 
they impose on consumers [the first sum
mation in (5)] and on producers. [the sec
ond summation in (5)]. Or, put sligh tly 
differently, (5) says that pollution-control 
measures should be pursued by each pol
luting agent to the point at which the 
marginal benefits from reduced pollution 
(summed over all individuals and all 
firms) equal marginal abatement cost. 

Another of the resulting first-order 
conditions relates to the efficient level 
of defensive activities: 

au aF au ax --=--aF aL ax aL (6) 

which says simply that the marginai value 
of each input- should be equated in its 
use in production and defensive uctivi
ties. 

The next step is to derive the first-or
der conditions characterizing a competi
tive market equilibr ium, where we fi nd 
that competitive firms with free access 
to environmental resources will continue 
td engage in polluting activities until the 
marginal return is zero, that is, until 
axtaE = 0. We thus obtain the familiar 
result that hecause of their disregard for 
the external costs that they imJJose on 
others, polluting agents will engage in 
socially excessive levels of polluting ac;
tivities. 

The policy implication of this result is 
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clear. Polluting agents need to be con
fronted with a "price" equal to the mar
ginal external cost of their polluting activ
ities to induce them to internalize at the 
margin the full social costs of their pur
suits. Such a price incentive can take the 
form of the familiar "Pigouvian tax," a 
levy on the polluting agent equal to mar
ginal social damage. In the preceding for
mulation, the tax would be set equal to 
the expression in equation (5). Note fur
ther that the unit tax (or "effluent fee") 
must be attached directly to the polluting 
activity, not to some ·related output or 
input. Assuming some substitution 
arriong inputs in production, the Pigou
vian tax would take the form of a levy 
per unit of waste emissions into the enyi
ronment-not a tax on units of the firm's 
output or an input (e.g., fossil fuel associ
ated with pollution). 4 

The derivation of the first-order condi
tions characterizing utility-maximizing 
behavior by individuals yields a second 
result of interest. Inasmucli as defensive 
activities in the model provide only pri
vate benefits., we find that individual 
maximizing behavior will satisfy the first
order conditions for Pareto efficiency for 
such activities. Since they are confronted 
with a given price for each input, 4ndivid
uals will allocate their spending so that 
a marginal dollar yields the same incre
ment to utility whether it is spent on 
consumption goods or defensive activi
ties. There is no need for any extra in
ducement to achieve efficient levels of 
defensive activities. 

Although this is quite straightforward, 
there are a couple of matters requiring 
further comment. First, the Pigouvian 
solution to the problem of externalities 
has been the subject of repeated attack 
along Coasian lines, The Ronald Coase 

~ Where it is not feasible to monitor emissions di
rect!~•. the alternative may be to tax an input or out
put that is closely related to emissions of the 
pollulint. This gives .rise to a standard sort of second
best problem in taxation. 

(1960) argument is that in the absence 
of transactions costs and strategic behav
ior, the distortions associated with exter
nalities will be resolved through volun
tary bargains struck among the interested 
parties. No further inducements (such as 
a Pigouvian tax) are needed in this setting 
to achieve an efficient outcome. In fact, 
as Ralph Turvey (1963) showed, the in~ 
troduction of a Pigouvian tax in a Coasian 
setting will itself be the source of distor
tions. Our sense, however, is that the 
Coasian criticism is of limited relevance 
to most of the major pollution problems. 
Since most cases of air and water pollu
tion, for example, involve a large number 
of polluting agents and/or victims, the 
likelihood of a negotiated resolution of 
the problem is sinal~transactions costs 
are simply too large to permit a Coasian 
resolution of .most-major environmental 
problems. It thus seems to us that a 
Nash or "independent adjustment" 
equilibrium is, for most environmental 
issues, the appropriate analytical frame
work. In this setting, the Pigouvian cure 
for the externality malady . is a valid 
one.5 

Second, there has been no mention 
of any compensation to the victims of ex
ternalities. This is an important point
and a source of some confusion in the 
literature-for Coase and others have 
suggested that in certain circumstances 
compensation of victims for damages by 
polluting ;i.gents is necessary for an effi
cient O\.!tcome. As the .mathematics 
makes clear, this is not the case for our 
model above. In fact, the result is even 
stronger: compensation of victims is not 
permissible (except through lump-sum 
transfers). Where victims have the op
portunity to engage in defensive (or 
"averting") activities to mitigate the ef
fects of the pollution from which they 

5 For comparative analyse s of the bargaining and 
tax approaches to the con'trol of externalities, si:e 
Danie1 Bromley (1986), and Jonathan Hamilton. Ey
tan Sheshinski, and Steven Slutsky (1989). 
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suffer, compensation cannot be allowed. 
For if victims are. compensated fbr the 
damages they suffer, they will no longer 
have the incentive to undertake efficient 
levels of defensive measures (e.g., to lo
cate away from polluting factories or em
ploy various sorts of cleansing devi~es). 
As is clear in the preceding formulation, 
the benefits from defensive activities are 
private in nature (they accrue solely to 
the victim that undertakes them) and, 
as a result, economic efficiency requires 
no incentives other than the benefits they 
confer on the victim. 6 

The basic theoretical result then (sub
ject to so~e qualifications to be discussed 
later) is that the efficient resolution of 
environmental externalities calls for pol
luting agents to face a cost at the margin 
for their polluting activities equal to the 
value of the damages they produce and 
for victims to select their own levels of 
defensive activities with no compensa
tion from polluters. We consider next 
some policy alternatives for achieving 
this result. 

B. The Choice Among Policy 
lnstrorrumts7 

The analysis in the preceding section 
has run in terms of a unit tax on polluting 

6 There may, of course, exist cases where defensive 
activities have "publicness" properties-where the 
actions of one victim to defend himself against pollu
tion also provide defense for others. In such cases, 
there is clearly an externality present so that individ• 
ual maximizing behavior will not yield the efficient 
levels of defensive activities. For a careful and thor
ough examination of defensive activities, sei: Richard 
Butler and Michael Maher (1986). Incidentally, the 
general issue of compensation of viclil1}S from pollu
tion obviously hes much in common with the moral 
hazard problem In Insurance. 

7A fu~ther policy instrument not discussed in this 
section but with some potentially useful applications 
in environmental policy is deposit-refund systems 
(Peter Bohm 1981). Such systems can shift some of 
the responsibility for monitoring and effectively place 
the burden of proof on the source. For under this 
apprQach_, the source, to recoup its deposit, must 
demopstrate that Its ac~ivilies have not damageq the 
environment. See Robert·Costanza an.cl.Charles Per
rings (1990) for a policy proposal under this rubric, 

activities. There are, however, other ap
proaches to establishing the· proper ecm
nomic incentives for abatement activi
ties. Two alternative policy instruments 
have received extensive attention in the 
literature: unit subsidies and marketable 
emission permits. 

1t was recognized early on that a sub
sidy per unit of emissions reduction could 
establish the same incentive for abate
ment activity as a tax of the same mag
nitude per unit of waste discharges: a 
subsidy of 10 cents per pound of 
sulfur emissions reductions creates the 
same opportunity cost for sulfur emis
sions as a tax of 10 cents per unit of 
sulfur discharges. From this perspec
tive, the two policy 'instruments are 
equivalent; the regulator can use ei
ther the stick or the carrot to create 
the desired incentive for abatement ef
forts. 

It soon became apparent that there are 
some important asymmetries between 
these two policy instruments (e.g., Mor
ton Kamien, Nancy L. Schwartz, an'd F. 
Trenery D9lbear 1966; D. Bramhall and 
Edwin Mills 1966; Kneese and Bower 
1968). In. particular, they have quite dif
ferent implications for the profitability of 
production in a poUuting ind-µ_stry: subsi
dfes increase profits, while taxes de
crease them, The policy instruments thus 
have quite different implications for the 
long-run, entry-exit decisions of firms .. 
The subsidy approach will shift the indus
try supply curve to the right and result 
in a larger number of firms and higher 
industry output, while the Pigoµvian tax 
will shift the supply cur¥e to the left with 
a consequent contraction in the size 
of 'the industry. It is even conceivable 
that the subsidy approach could result 
in an increase in the total amount of pol
lution (Baumol and Oates 1988, ch. 14; 
Stuart Mestelman 1982; .Robert Kohn 
1985). 

The basic point is that there is a.further 
condition, . an entry-exit. condition, that 

This contcnl downloaded from 142.i03. l60. l 10 on Mon, 17 Dcc2018 16:26:16 UTC 
All usc subject to https://about.jslor.org/tcrms 



682 Journal of Economic Literature, Vol. XXX (June 1992) 

long-run equilibrium must satisfy for an 
efficient outcome (William Schulze and 
d'Arge 1974; Robert Collinge and Oates 
1982; Daniel Spulber 1985). To obtain 
the correct number of firms in the long 
run, it is essential that firms pay not only 
the cost of the marginal damages of their 
emissions, but also the total cost arising 
from their waste emissions. Only if firms 
bear the total cost of their emissions will 
the prospective profitability of the enter
prise reflect the true social net benefit 
of entry and exit into the industry. 8 

In sum, unit subsidies are not a fully 
satisfactory alternative to Pigouvian 
taxes (Donald Dewees and W. />i.. Sims 
1976). 

In contrast, in a world of perl'ect knowl
edge, marketable emission permits are, 
in principle, a fully equivalent alternative 
to unit taxes. Instead of setting fhe 
proper Pigouvian tax and obtaining the 
efficient quantity of waste discharges as 
a result~ the environmental authority 
could issue emission permits equal in the 
aggregate to the efficient quantity and 
allow firms to bid for them. It is not hard 
to show that the market-clearing price 
will produce an outcome that satisfies the 
first-order conditions both for efficiency 
in pollution abatement activities in the 
short run and for entry-exit decisions in 
the long run. The regulator can, in short, 

8 In a.n intriguing qualification to this argument, 
Martin Bailey (1982) bas shown that not only subsi
dies to polluters, but also compensation to victims, 
will result in no dlstortJons in ·resource use where 
benefits and damages are capitalized into site rents. 
For a discussion of the Bailey argument, see Baumol 
a.nd Oates (1988, pp. 230-34). In another interesting 
extension, Cene Mumy (1980).shows that a combined 
charges-subsidy scheme can be fully efficient. Under 
this approach, sources pay a unit t11JC for emissions 
above some specified baseline, but receive a unit 
subsidy for emissions reductions below the baseline. 
The key provision Is that the right to subsidy pay
ments is limited to existing firms (i.e., new sources 
have a baseline of zero) and that this right can either 
be sold or be exercised even if the firm chooses to 
exit the 'industry. For a useful development of 
Mumy's insight, see John Pezzey (1990). 

set either "price'' or "quantity" and 
aehieve the desired result. 9 

This symmetry between the price and 
quaritity approaches is, however, criti
cally dependent upon the assumption of 
perfect knowledge. In a setting of imper
fect information concerning the marginal 
benefit and cost functions, the outcomes 
under the two approaches can differ in 
important ways. 

C. Environment Policy Under 
Uncertainty 

In a seminal paper, Martin Weitzman 
(1974) explo'red this asy~~~try between 
price and quantity instruments and pro
duced a theorem withjmpoi:'tanl policy 
implications. The theorem establishes 
the conditions under which the e"'pected 
welfare gain ··under a unit tax exceeds, 
is equal to, or falls short of that under a 
system of marketable permits (quotas). 
In short, the theorem states that in the 
presence of uncertainty concerning the 
costs of pollution control, the preferred 
policy instrument depends on the rela
tive steepnes-s of the marginal benefit and 
cost curves. 10 · 

8 The discussion glosses over some quite trouble
some matters of implementation . . For example, the 
effects of t.he emissions of a particular pollutiint on 
ambient air or water quality will often depend impor
tantly on the location of the source. In such cases, 
the optimal fee must be tailored to the damages per 
unit of emissions source-by-source. Or, alternatively, 
in a market for emission permits, the rate at whlch 
permits are traded among any two sources will vary 
with the effects of their respective emissions. In such 
a setting, programs that treat all sources uniformly 
can forego significant efficiency gains (Eugene Seskin, 
Robert Anderson, and Robert Reid 1983; Charles 
Kolstad 1987). Mote on all this shortly. 

.lO This result a,ssumes linearity of the marginal ben
ent nnd cost functions over the relevant range and 
that the error term enters each function additively. 
Uncertainty in the benefits function, interestingly, 
ls not .enough in its own right to introduce any asym
metries; while it is the source of some expected wel
fare loss relative to the case of perfect information, 
there is no difference in this loss as between the
two policy instruments. For useful diagrammatic 
treatments of the Weitzman analysis, see·zvt Adar 
and James Griffin (1976), Gideon Fishelson (1976), 
and Baumol and Oates (1988, ch. 5). 
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The intuition of the Weitzman proposi
tion is straightforward. Consider, for ex
ample, the case where the marginal ben
efits curve is quite steep but gtarginal 
control costs are fairly constant over the 
relevant range. This could reflect some 
kind of environmental thresli'old effect 
where, if pollutant concentrations rise 
only slightly over some range, dire .envi
ronrrien tal consequences follow. In such 
a setting, it is clearly important that the 
environmental authority have a close 
control over the quantity of emissions. 
If, instead, a price instrument were em
ployed and the authority were to under
estimate the true costs of pollution con
trol, emissfons n:iight exceed the critical 
range with a resulting environmental di
saster. In such a case, the Weitzman 
theorem tells us, quite sensibly, that the 
regulator should choose the quantity in
strument (because the marginal benefits 
curve has-a greater absolute slope than 
the marginal cost curve). 

Suppose, next, that it is the marginal 
abatement cost curve that is steep and 
that the marginal benefits from pollution 
control are relatively copstant over the 
relevant range, The danger here is that 
·because of imperfect ·information, the 
regulatory agency might, for example, 
select an overly ,stringent standard, 
thereby imposing large, excessive costs 
on polluters and society. Under these cir
cumstances, the expected welfare gain 
is larger under the price-instrument. Pol
luters will not get stuck with inordinately 
high control.costs, since they always have 
the option of paying the unit tax on emis
sions rather than reduci_ng their dis
charges further. 

The Weitzman theorem thus suggest~ 
the conditions under which each of these 
two policy instruments is to be preferred 
to the other. Not surprisingly, an even 
better expected outcome can be obtained 
by using price and quantity instruments 
in tandem. As Marc Roberts and Michael 

Spence (1976) have shown, the regulator 
can set the quantity of permits at the 
level that equates· expected marginal 
benefits and costs and then oJfer a sub
sidy for emissions reductions' in excess 
of those required by the permits and also 
a unit tax to provide a kind of "escape 
hatch" in case control costs turn out to 
be significantly higher than anticipated. 
In this way, a combination of price and 
quantity instruments can;· in a setting of 
imperfect information, provide a larger 
expected welfare gain than an approach 
relying on either policy instrument alone 
(see also Weitzman 1978). u 

D. Market Imperfections 

The efficiency properties of the policy 
measures we have discussed depend for 
their validity upon a perfectly competi
tive equilibrfom. This is a suspect as
sumption, particularly since many of the 
major polluters in the real world are large 
flrms in heavily concentrated industries: 
oil refineries, chemical companies, and 
auto manufacturers. This raises the issue 
of the robustness of the results to the 
presence of large firms that are not price 
takers in their output markets. 

James Buchanan (1969) called attention 
to this issue by showing that the imposi
tion of a Pigouvian tax on a monopolist 
could conceivably reduce (rather than 
raise) social welfare. A monopolist re
stricts output below socially optimal lev
els, and a tax on waste e·missions will 
lead to yet further contractions in output. 
The net effect is unclear. The welfare 
gains from reduced pollution must be off
set against the losses from the reduced 
output of the monopolist. 

The first-best response to this conun-

11 Butler and Maher (1982) show that in a setting 
of economic growth, the shifts in the margii1al dam
age and marginal control cost schedules are li~el.y 
to be such as to increase substantially the welfare 
loss from a Rxed fee system relative to thnt froin a. 
system of marketable permits. 

This contcht downloaded from 142.103.160,JI0 on Mon, 17 Dec 2018 16:26.16 UTC 
All use subject to https:f/about.jstor.org/tcrms 



-- -- -------- ----------------- ----- ----- -----

684 Journal of Economic Literature, Vol. XXX Uune 1992) 

drum is clear. The regulatory authority 
should introduce two policy .measures; a 
Pigouvian tax on waste emissions plus a 
unit subsidy to output equal to the differ
ence between marginal cost and marginal 
revenue at the socially optimal level of 
output. Since there are two distortions, 
two policy instruments are required for 
a full resolution of the problem. Environ
mental regulators, however, are unlikely 
to have the authority (or inclination) to 
subsidize the output of monopolists. In 
the absence of such subsidies, the agency 
might seek. to determine the second-best 
tax on effluents. Dwight Lee (1975) and 
Andy Barnett (1980) have provided th~ 
solution to this problem by deriving for
mally the rule for the second-best tax on 
waste emissions. The rule calls for a unit 
tax on emissions that is somewhat less 
than the unit tax on a perfectly competi
tive polluter (to account for the output 
effect of the tax): 

. I dX I t = tc - (P - MC) dE (7) 

Equation (7) indicates that the second
best tax per unit of waste emissions <n 
equals the Pigouvian tax on a perfectly 
competitive firm (tc) . minus the welfare 
loss from the reduced output of the mon
opolist expressed as the difference be
tween the value of a marginal unit of out
put and 'its cost times the reduction in 
output associated with a unit decrease 
in waste emissions. It can be shown by 
the approprfate manipulation of (7) that 
the second-best tax on the monopolist 
varies directly with the price elasticity 
of demand. The rationale is clear: where 
demand is more price elastic, the price 
distortion (i.e., the divergence between 
price and marginal cost) tends to be 
smaller so ~hat the tax on effiuent need 
not be reduced by so much as where de
mand is more price inelastic. 

It seems unlikely, however, that the 

regulator will have either the information 
needed or the authority to determine and 
impose a set of taxes on waste · emissions 
that is differentiated by the degree of mo
nopoly power. Suppose that the environ
mental authority is constrained to levying 
a uniform tax on waste discharges and 
suppose that it determines this tax in a 
Pigouvian manner by setting it equal to 
marginal social damages from pollution, 
completely ignoring the issue of market 
imperfections. How badly are things 
likely to go wrong? Oates and Diana 
Strassmann (1984) ~ave explored this 
question and, using some representative 
values for various parameters, conclude 
that the complications from monopoly 
and other noncompetitive elements are 
likely-to be small in magnitude; the losses 
from reduced ·output will typically be 
"swamped" by the allocative gains from 
reduced pollution. 'They suggest that, 
based on their estimates, it is not unrea
sonable simply to ignore the matter of 
incremental output distortions from ef
fluent fees. 12· Their analysis suggests fur
ther that the failure of polluting agents 
to minimize costs because of more com
plex objective functions (a la William
son), public agencies of the Niskanan 
sort, ·or because of regulatory constraints 
on profits need not seriously undermine 
the case for pricing incentives for pollu
tion control. Thi~ subject needs further 
study, especially since many of the prin
cipal participants in the permit market 
for trading sulfur allowances under the 
new Amendments to the Clean Air Act 
will be regulated firms. 

E . On the Robustness of the Pigouvian 
Prescription: Some Further Matters 

Although the literature has estab
lished certain basic pl'operties of the Pi-

12 For more on this issue, see Peter Asch and Jo• 
seph Sen~ca (1976); Walter Misiolek (1980), and Bur• 
rows (1981). 
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gouvian solution to the problem of exter
nalities, there are some remaining trou
blesome matters. One concerns the 
information requirements needed to im
plement the approach. Developing reli
able measures of the benefits and costs 
of environmental amenities is, as we shall 
see shortly, a difficult undertaking. To 
determine the appropriate Pigouvian 
levy, moreover, we not only need me.a
sures of existing damages and control 
costs, but we need to develop measures 
of the incremental costs and benefits over 
a substantial range. For the proper Pi
gouvian levy is not a tax equal to marginal 
s.ocial damages .at the existing level of pol
lution; it is a tax equal to marginal dam
ages at the optimal outcome. We must 
effectively solve for the optimal level of 
pollution to determine the level of the 
tax. As an alternative, we might set the 
tax eqm1l to the existing level of damages 
and then adjust it as levels of pollution 
change in the expectation that such an 
iterative procedure will lead us to the 
socially optimal outcome, But even this 
is not guaranteed (Baumol and Oates 
1988, ch. 7). 

There is, moreover, a closely related 
problem. ln the discussion thus far, we 
have examined solely the firsf-on;ler con
ditions for .efficient outcomes; we have 
not raised the issue of satisfying any sec
ond-order conditions. As Baumol and 
David Bradford (1972) have shown, this 
is a particularly dangerous omission in 
the presence of externalities. 13 In fact, 
they demonstrate that if a detrimental 
extemality is of sufficient strength, it 
must result in a breakdown of the convex
ity-concavity conditions required for an 
optimal outcome. As a result, there may 
easily exist a multiplicity of local maxima 
from which to choose-with no simple 
rule to determine the first-best out-

13 See also Richard Portes (1970), David Starrett 
(1972), J. R. Gould (1977), and Burrows (1986). 

come. 14 Under such circumstances, 
equilibrium prices may tell us nothing 
about the efficiency of current output 
or the direction in which to seek improve
ment. 

There are thus reasons for some real 
reservations concerning the direct appli
cation of the Pigouvian analysis to the 
formulatfon of environmental policy. It 
is to this issue that we turn next. 

III. The Design and Implementation of 
Environmental Policy 

A. Introduction: From Theory to Policy 

P.roblems of measurement and the 
breakdown of second-order conditions 
(among other things) constitute formida
ble obstacles to the determination of a 
truly first-best environmental policy. In 
response to these obstacles, the litera
ture has explored some second-best ap
proaches to policy design that have ap
pealing properties. Moreover, they try 
to be more consistent with the proce
dures and spirit of decision making in 
the policy arena. 

Under these approaches, the determi
nation of environmental policy is taken 
to be a two-step process: first, standards 
or targets for envfronmental quality are 
set, and, second, a regulatory system is 
designed and put in place to achieve 
thes.e standards. This is often the way 
environmental decision making pro
ceeds. Under the Clean Air Act, for ex
ample, the first task of the EPA was to 
set standards in the form of maximum 

I◄ This problem is further compounded by the 
presence of qefonslve activities among victims of pol
lution. The inter'act!orl among abatement measures 
by polluters and defensive activities by victims can 
be a further source of nonconvexities (Hirofumi Shi
bata and Steven Winrich 1983; Oates 1983). Yet an
other source of nonconveitities can be fouhd in the 
structure of subsidy program·s that offer pay'1lents 
for emissions redu_ctions I!> firms in excess of some 
minimum size (Raymond Palmquist 1990). 
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permissible concentrations of the major 
air pollutants. The next step was to de
sign a regulatory plan to attain these stan
dards for air quality. 

In such a setting, systems of economic 
incentives can come into play in the sec
ond stage as effective regulatory instru
ments for the achievement of the pre
determined environmental standards. 
Baumol and Oates (1971) have described 
such a system employing effluent fees as 
the "charges and standards" approach. 
But marketable permit systems can also 
function in this setting-a Sp-called "per
mits and standards''. approach (Baumol 
and Oates 1988, ch. 12) 15· 

The chief appeal of economic incen
tives as the regulatory device for achiev
ing environmental standards is the large 
pptential cost-savings that they promise. 
There is now an extensive body of empir
ical studies that estimate the cost of 
achieving standards for environmental 
quality under existing command-and
control (CAC) regulatory programs (e.g., 
Scott Atkinson and Donald Lewis 1974; 
Seskin, Anderson, and Reid 1983; Alan 
Krupnick 1983; Adele Palmer et al. 1980; 
Albert McGartland 1984). These are typi
cally programs under which the environ
mental authority prescribes (often in 
great detail) the treatment procedures 
that are to be adopted by each source. 
The studies compare costs under CAC 
programs with those under a more cost 
effective system of economic incentives. 
The r~sults have been quite.striking: they 
indicate that control costs under existing 
programs have often been several times 

is This is admittedly a highly simplified view of 
the policy process. There is surely some interplay 
In debate and negoliations between the determina
tion of standards and the choice of policy l.nstruments. 
More broadly, there Is an · emerging literature on 
the political economy of environmental policy that 
seeks to provfde a better. understanding of the pro
cess of instrument choice-see, for example, Mccub
bins, Noll, and Weingast (1989), and Robert Hahn 
(1990). 

the least-cost levels. (See Thomas Tieten
berg 1985, ch. 3, for a useful survey of 
these cost studies.) 

The source of these large cost savings 
is the capacity of economic instruments 
to take advantage of the large differentials 
in abatement costs across polluters. The 
information problems confronting regula
tors under the more traditional CAC ap
proaches are enormous-and they lead 
regulators to make only very rough and 
crude distinctions among sources (e.g .. 
new versus old firms). In a setting of per
fect information, such problems would, 
of course, disappear. But in the real 
world of imperfect information, eco
nomic instruments have the important 
advantage of economizing on the need 
for the environmentaf ag~ncy to acquire 
information on the abatement costs of in
dividual sources. This is just another 
example of the more general principles 
concerning the capacity of markets to 
deal efficiently with information prob
lems.16 

The estimated cost savings in the stud
ies cited above result from a more cost 
effective allocation of abatement efforts 
within the context of existing control 
technologies. From a more dynamic per
spective, economic incentives promise 
additional gains in terms of encouraging 
the development of more effective and 
less costly abatement techniques. As 
John Wenders (1975) points out in this 
context, a system that puts a value on 
any discharges remaining after control 
(such as a system of fees or marketable 
permits) will provide a greater incentive 
to R&D efforts in control technology than 
will a regulation that specifies some given 
level of discharges (see also Wesley Ma
gat 1978, and Scott Milliman and Ray
mond Prince 1989). 

lti There is also an inte resting literature on incen
tive-compatible mechanisms to obtain abatement cost 
information from polluters-see, for example, Evan 
Kwerel (1977). 
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B. The C.hoice of Policy Instruments 
Again17 

So~e interesting issues arise in the 
choice between systems of effiuent fees 
and marketable ~mi~s!on permits in the 
policy !!-.r~na 0-ohn H. Dales 1968; De
wees 1983; David Harrison 1983). There 
is, of course, a basic sense in which they 
are equivalent: the environmental au
thority can, in principle, set price (i.e., 
the level of th'e effiuent charge) and then 
adjust it until emissions are reduced suffi
ciently · to achieve the prescribed envi
ronmental standard, or, alternatively, is
sue the requisite number of permits 
directly and allow the bidding of pollu
te~s to determine the market-cleating 
price . 

However, this basic equivalence ob
scures some crucial differences between 
the two approaches in. a policy setting; 
!hey are by no means equivalent policy 
instruments from the perspective of a 
regulatory agency. A major advantage of 
the marketable permit approach is that 
it gives the environmental authority di
rect control over the quantity of emis
sions. Under the fee approach, the regu
lator must set a fee, a~d if, for example, 
th_e fee turns out to be too low, pollution 
will exceed permissible levels. The 
agency will find itself in the uncomforta
ble positio· of having to adjust and re
adjust the fee to ensure that-the environ
mental standard is attained, Direct 
control over quantity is to be preferred 
since the standard itself is prescribed in 
quantity terms·. 

This consideration is particularly im
portant over time in a world of growth 
and inflation. A nominal fee that is ade
quate to hold emissions to the requisite 
levels at one moment in time will fail to 

17 For a useful, comprehensive survey of the 
strengths and weaknesses of alternative policy instru• 
ments for pollution control, see Bohm and· Clifford 
Russell (1985), 

do so later in the presence of economic 
growth and a rising price level. The regu
latory agency will have to enact periodic 
(and unpopular) increases in effiuent 
fees. In contrast, a system of marketable 
permits automatically accommodates it
self to growth and inflation. Since there 
can be no change in the aggregate quan
tity of emissions without some explicit 
action on the part of the agency, in
creased demand will simply translate it
self into a higher market-clearing price 
for permits with no effects on levels of 
waste discharges. 

Polluters (that .is, existing polluters), 
as well as regulators, are likely to prefer 
the permit approach because it can in
volve lower levels of compliance costs. 
If the permits are auctioned off, then of 
co.urse polluters must pay directly for the 
right to emit wastes as they would under 
a fee system. But rather than allocating 
the permits by auction, the environmen
tal authority can initiate the system with 
a one-time distdbution of permits to ex~ 
isting sources-free of charge. Some 
form of "grandfathering" can be used to 
allocate permits based on historical per
formance. Existing firms thus receive a 
marketable asset, which they can then 
use either to validate their own emissions 
or sell to another polluter. 18 And finally, 
the permit approach has some advan
ta?es in terms of familiarity. Regulators 
have long-standing experience with per
mit~, and it is a much less radical change 
to make permits effectively transferable 
than to introduce a wholly new system 
of regulation based on effiuent fees. Mar-

18 In an interesting simulation study, Randolph 
Lyon (1982) finds that the cost of permits to sources 
under an a~ctlo~ system can be quite high; for one 
of the auction Simulations, he finds that aggregate 
paym,ents for permits w!II exceed treatment costs. 
Lyon s r,esults thus suggest potentially large gains 
!O pollutmg fi:ms from a free distribution or permits 
mstead of the1r sale through an auction. These gains 
of course, are limited to current sour ces. Polluting 
firms that arrive on the scene at a later date will 
have to purchase permits from existing dischargers. 

This content downloaded from _142.103. 160. 110 on Moo, 17 Dec 2018 16:26: 16 UTC 
All 11Se subJecl to h11ps://about.jstor.org/tcrIT1s 



688 Journal of Economic Literature, Vol. XXX Uune .1992) 

ketable permits thus have some quite ap
pealing features to a regulatory agency
features that no doubt explain to some 
degree the revealed preference for this 
approach (in the U.S. at least) over that 
of fees. 

Effluent charges have their ow~ ap
peal. They a·re sources of public revenue, 
arid, in these days of large budget defi
cits, they promise a new revenue source 
to hard-pressed legislators. From an eco
nomic perspective, there is much to be 
said for the substitution of fees for other 
sources of revenues that carry sizable ex
cess burdens (Lee and Misiolek 1986). In 
a study of effluent charges on emissions 
of particulates and sulfur oxides from sta
tionary sources into the atmosphere. Da
vid Terkla (1984) estimates, based on as
sumed levels of tax rates, that revenues 
in 1982 . dollars would range from $1.8 
to ~8. 7 billion and would, in addition, 
provide sµbstantial efficiency gains {$630 
million to $3.05 billion) if substituted for 
revenues from either the federal individ
ual income tax or corporation income tax. 

Moreover, the charges approach does 
not depend for its effectiveness on the 
development of a smoothly functioning 
market in permits. Significant search 
costs, strategic behavior, and TJ\8.rket im
perfections can impede the workings of 
a permit market {Hahn 1984; Tietenberg 
1985, ch. 6). In contrast, under a system 
of fees, no transfers of permits are 
rieeded--each polluter simply responds 
directly to the incentive provided by the 
existing fee. ·There may well be circum
stances under which it is easier to realize 
a co~t-effective pattern of abatement ef
forts through a visible set of fees than 
through the workings of a somewhat.dis
torted ·permit market. And finally, there 
is an equity argument in favor of fees 
(instead of a free distribution of permits 
to sources). The Organization for Eco
nomic Cooperation and Development 
(OECD), for example, has adopted the 

"Polluter Pays Principle'! on the grounds 
that those who use society's scarce envi
ron men ta! resources should compensate 
the public for their use. 

There exists a large literature on the 
design of fee systems and permit markets 
to attain predetermined lev'els of envi
ronmental quality. This work addresses 
the difficult issues that arise in the design 
and functioning of systems of economic 
incentives-issues that receive little or 
only perfunctory· attention in the purely 
theoretical literature but are of real con
cern in the operation of actual policy 
measures. For example, there is the 
tricky matter of spatial differentiation. 
For most pollutants, the effect of dis
charges on environmental quality typi
cally has important spatial dimensions: 
the specific location of the source dictates 
the effects that its emissions will have 
on environmental quality at the various 
monitoring points. While, in principle, 
this simply calls for differentiating the 
effluent fee according to location, in prac
tice this is not so easy. The regulatory 
agency often does not have the authority 
or inclination to levy differing tax rates 
on sources according to their location. 
Various compromises including the con
struction of zones with uniform fees have 
been investigated (Tietenberg 1978; Ses
kin, Anderson, and Re.id 1983; Kolstad 
1987). 

Similarly, problems arise under sys
' terns of transferable permits where (as 
: is often the case) the effects of the emis
sions of the partners to a trade are not 
the same. {The seminal theoretical paper 
is W. David Montgomery 1972.) Several 
alternatives have been proposed includ
ing zoned systems that allow trades only 
among polluter-s within the specified 
zones, ambient permit systems under 
which the terms of trade are determined 
by the relative effects of emissions at 
binding monitors, and the pollution-off
set system under which trades are sub-
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ject· to the constraint of no violations of 
the _prevailing standard at any point in 
the area (Atkinson and Tietenberg 1982; 
Atkinson and Lewis 1974; Hahn and Noll 
1982; Krupnick, Oates, and Eric Van de 
Verg 1983; McGartland and Oates 1985; 
McGartland 1988; Tietenberg 1980, 
1985; Walter Spofford 1984; Baumol and 
Oates 1988, ch. 12). For certain pollu
tants, these studies make clear that a sub
stantial portion of the cost-savings from 
economic-incentive approaches will be 
lost if spatial differentiation is not, at least 
to some degree, built into the program 
(Robert Mendelsohn 1986). 

The actual design of systems of e·co
nomic incentives ine.vitably involves 
some basic compromises to accommodate 
the range .of complications to the regula
tory problem (Albert Nichols 1984). 
It is instructive to see how some of 
these issues have been dealt with in 
practice. 

C. Experience with Eponomic Incentives 
for Environmental Management19 

In the United States proposals for ef
fluent fees have met with little success; 
however, there has been some limited 
experience with programs of marketable 
permits for the regulation of air and water 
quality. In Europe, the experience (at 
least until quite recently) has been the 
revers_e: some modest use of effluent 
charges but no experience with transfera
ble permits. We shall pt:ovide in this sec
tion a brief summary of these measures 
along with some remarks on their 
achievements and failures. 

Largely for the reasons mentioned in 
the preceding section, policy makers in 
the U.S. have found marketable permits 
preferable to fees as a mechanism for pro
viding economic incentives for pollution 

19 The OECD (1989) has recently provided a useful 
"catalog" and acco_mpa.nying discussion of the use of 
economic incenjlves for environmental protection in 
the OECD countries. 

control. 20 The major program of this 
genre is the EPA' s Emission Trading Pro
gram for the regulation of air quality. But 
there are also three other programs wor
thy of note: the Wisconsin system of 
Transferable Discharge Permits (TDP) 
for the management of water quality, the 
lead trading program {known formally as 
"interrefinery averaging"), and a recent 
program for the trading of rights for phos
phorus discharges into the PilloQ Reser
voir in Colorado. 21 

By far the most important of these pro
grams in terms of scope and impact, 
Em.issions Trading has undergone a fairly 
complicated evolution into a program 
that has several major components, Un
der the widely publicized "Bubble" pro
vision, a plant with many sources of emis
sions of a particular air pollutant is 
subjected to an overall emissions limit:1-
tion. Within this limit, the managers of 
the plant have the flexibility to select a 
set of controls consistent with the aggre
gate limit, rather than conforming to 
specified treatment procedures for each 
source of discharges with the plant. Un
der the "Netting" provision, firms can 
avoid stringent limitations on new 
sources 

20 One case in which there has been some use of 
fees in the _U.S. Is the levying of charges on industrial 
emissions into municipal waste treatment facilities. 
In some instances these charges have been based 
not only on the quantity but also on the stren·gth or 
quali'ty of the effiuent. _The charges are of(en related 
to ''average" levels of discharges and have had as 
their primary objectiv.e t.he raising of funds to .help 
finance the tfeatment plants. Their role as an eco
nomic incentive to regulate levels of emissions has 
apparently been minor (see James 'Boland 1986; Bau• 
mot and Oates 1979, pp. 25&-63). There are also a 
variety of taxes on the disposal of hazardous wastes, 
including land disposal taxes In several states. 

21 Tietenberg's oook (1985) is an excellent, com_pre
hensive treatment of the Emissions Trading Program. 
Robert Hahn and Gordon Hester .have provided a 
series of recent' and very valuable descriptions and 
assessments of all four o( these programs of market
able permits. Sec Hahn and Hester (1989a, 1989b), 
and Hahn (1989). For analyses of the Wisconsin TOP 
system, see William O'Neil (1!183), and O'Neil et 
al. (1983). 
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of discharges by reducing emissions from 
other sources of the pollutant within the 
facility. Hahn and Hester (1989b) report 
that to date. there have been over 100 
approved Bubble traps actions in t he U.S. 
and a much larger ·number of Netting 
"trades" (somewhere between 5,000 and 
12,000). The estimated cost savings from 
these trades have been quite substantial; 
although the e·stimates exhibit a very 
wide range, the cost savings probably 
amount to several billion dollars. 

There are provisions u.nder Emissions 
Tr~ding for external trades across firms
mainly under the Offset provision which 
allows new sources in nonattainment ar
eas to "offset" their new emissions with 
reductions in discharges by existing 
sources. Offsets can be obtained through 
either internal (within plant) or external 
trades. Hahn and Hester (1989b) indicate 
that there have been about 2,000 trades 
under the O..ffset policy; only about 10 
percent of them have been external 
trades-the great bulk of offsets have 
been obtained within the plant or facility. 

Emissions Trading, as a whole, re
ceives mixed marks. It has significantly 
increased the flexibility with which 
sources can meet their discharge limita
tions-and this has been important for 
it has allowed substantial cost savings. 
The great majority of the trades, how
ever, have been internal ones. A real and 
active market in emissions rights involv
ing different firms has not developed un
der the program (in spite of the efforts 
of an active firm functioning as a broker 
in this market). This seems to be largely 
the result of an extensive and compli
cated set of procedures for external 
trades that have introduced substantial 
levels of transactions costs into the mar
ket and have created uncertainties con
cerning the nature of the property rights 
that are being acquired. In addition, the 
program has been grafted onto an elabo
rate set of- command-and-control style 

regulations which effectively prohibit 
certain kinds of trades. Many potentially 
profitable trades simply have not come 
to pass. 22 

Likewise, the experience under the 
Wisconsin TDP system has involved lit
tle external trading. The program estab
lishes a framework under which the 
rights to BOD discharges can be traded 
among sources. Since the program's in
ception in 1981 on the Fox River, there 
has been only one trade: a paper mill 
which shifted its treatment activities to 
a municipal wastewater treatment plant 
transferred its rights to the municipal fa
cility. The potential number of trades is 
limited since there ·are only about twenty 
major sources (paper mills and municipal 
waste treatment plants) along the banks 
of the river. But even so, preliminary 
studies (O'Neil 1983; O'Neil et· al. 1983) 
indicated several potentially quite profit
able trades involving large cost savings. 
A set of quite severe restrictions appears 
to have discouraged these transfers of 
permits. Trades must be justified on the 
basis of "need"-and this does not in
clude reduced costs! Moreover, the 
traded rights are granted only for the 
term of the seller's discharge permit (a 
maximum period of five years) with no 
assurance that the rights will be re
newed. The Wisconsin experience seems 
to be one in which the conditions needed 
for the emergence of a viable market in 
discharge permits have not been estab
lished. 

In contrast, EPA's "interrefinery aver
aging" program for the trading of lead 
rights resulted in a very active market 
over the relatively short life of the pro
gram. Begun in 1982, the program al
lowed refiners to trade the severely lim-

22 ln an interesting analysis of the experience with 
Emissions Trading, Roger Raufer and Stephen Feld
man (1987) argue that some of the obstacles to trading 
could be circumvented by allowing the Jeas!ng of 
rights.• 
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ited rights to lead additives to gasoline. 
The program expired in 1986, although 
refiners were. permitted to make a use 
of rights that were "banked" through 
1987. Trading became brisk under the 
program: over the first half of 1987, for 
example, around 50 percent of all lead 
added to gasoline was obtained through 
trades oflead rights, with substantial cost 
savings reported from these trades. Al
though reliable estimates of cost~savings 
for the lead~trading program are not 
available, Hahn and Hester (1989b) sur
mise that these savings have run into the 
hundreds of millions of dollars. As they 
point out, the success of the program 
stemmed largely from the absence of a 
large body of restrictions on trades: refin
ers were essentially free to trade lead 
rights and needed only to submit a quar
terly report to EPA .on their gasoline pro
duction and lead usage. There were, 
moreover, already well established mar
kets in refinery products (including a 
wide variety of fuel additives) so that re
finery managers had plenty of experience 
in these kinds of transactions.23 

Finally, there is an emerging program 
in Colorado for the trading of rights to 
phosphorous discharges into the Dillon 
Reservoir. This program is noteworthy 
in that among those that we have dis
cussed, it is the only one to be designed 
and introduced by a local government. 
The plan embodies few encumbrances to 
trading; the one major .restriction is a 
2: 1 trading ratio for point/n"onpoint trad
ing, introduced as a "margin of safety" 
because of uncertainties concerning the· 
effectiveness of non point source controls. 
The program is still in its early stages: 
although no trades have been approved, 
some have been requested. 

The U.s·. experience with marketable 

,:i We should also note tbat various irregularities 
and illegal procedures were discovered in this mar
ket-perhaps because of lax oversight. 

permits is thus a limited one with quite 
mixed res_ults. In the one cas"e ;.,h~re· the 
market was allowed to function free of 
heavy restrictions, vigorous trading re
sulted with apparently large cost savings. 
In contrast, under Emissions Trading 
and. the Wisconsin TDP systems, strin
gent restrictions on the markets for trad
ing emissions rights appear to have ef
fectively increased transaction costs 
and introduced uncertainties, seriously 
impeding the ability of these markets to 
realize the potentially large cost savings 
from trading. Even so, the cost savings 
from Emissions Trading (primarily from 
the Netting and Bubble provisions) have 
run into several billion dollars. Finally, 
it is interesting that these programs seem 
not to have had any significant and ad
verse environmental effects; Hahn and 
Hester (1989a) suggest that their impact 
on environmental quality has been 
roughly "neutral." 

.In light of this experience, the pros
pects, we think, appear favorable for the 
functioning of the new market in sulfur 
allowances that is being created under 
the 1990 Amendments to the Clean Air 
Act. This measure, designed to address 
the acid rain problem by cutting back 
annual sulfur emissions by 10 million 
tons, will permit affected power plants 
to meet their emissions reduction quotas 
by whatever means they wish, 'including 
the purchase of "excess" emissions re
ductions from other sources. The market 
area for this program is the nation as a 
whole so that there should be a large 
number of potential participants in the 
market. At this juncture, plans for the 
structure and functioning of the market 
do not appear to contain major limitations 
that would impede trading in the sulfur 
allowances. There remains, however, the 
possibi1ity that state governors or public 
utility commiss(ons will i.ntroduoe some 
restrictions. There is the further concern 
that regulated firms may not behave 

Thisconlcnldow11loadcd fro!ll 142. 103.160.110 011 Mon, 17 Dec 2018 16:26:16 UTC 
All use subject lo hltps://sboutJstor.orgitcrms 



692 Journal of Economic Literature, Vol. XXX Uune 1992) 

in a strictly cost-minimizing fashion, 
thereby compromising some of the cost
effectiveness properties of the trading 
scheme. But as we suggested earlier; this 
may not prove to be a serious distortion. 

The use of effluent fees is more preva
lent in Europe where they have been 
employed extensively in .systems of water 
quality management and to a limited ex
tent for noise abatement (Ralph Johnson 
and Gardner Brown, Jr. 1976; Bower et 
al. 1981; Brown and Hans Bressers 1986; 
Brown and Johnson 1984; Tietenberg 
1990). There are few attempts to use 
them for the control of air pollution. 
France, Germany, and the Netherlands, 
for example, have imposed effiuent fees 
on emissions of various water pollutants 
for over two decades. It should be 
stressed that these fee systems are not 
pure systems of economic incentives ·of 
the sort discussed in economics texts. 
Their primary intent has not been the 
regulation of discharges, but rather the 
raising of funds to finance projects for 
water quality management. As such, the 
foes have typically been low and have 
tended to apply fo "average" or ".ex
pected'' discharges rather than to provide 
a clear cost signal at the margin. More
over , the charges are overlaid on an ex
tensive command-and-control system of 
regulations that mute somewhat further 
their effects as economic incentives. 

The Nether lands h~s one of the oldest 
and most effectively managed sy~tems of 
charges-and also the one with relatively 
high levels of fees. There is some evi
dence suggesting that these fees have, 
In fact, had a measurable effect in reduc
ing emissions. Some multiple regression 
work by Hans Bressers (1983) in the 
Netherlands and surveys of im;lustrial 
polluters arid water board officials by 
Brown and Bressers (1986) indicate that 
firms have responded to the charges with 
significant cutbacks in disch~ges of wa
ter borne pollutants. 

In sum, although there is some experi-

ence with systems of fees for pollution 
control, mainly of water pollution, these 
systems have not, for the most part, been 
designed in the spirit 0f economic incen
ti.ves · for the regulation of water quality. 
Their role has been more that of a reve
nue device to finance pi:ograms for water 
quality management. 

These systems, it is worth noting, have 
addressed almost exclusively so-called 
"point-source" polluters. Non-point 
source pollution (including agricultural 
and urban runoff into Waterways) has 
proved much more difficult to encompass 
within systems of charges or permits. 
Winston Harrington, Krupriick, and 
Henry Peskin {1985) provide a useful 
overview of the potential role for eco
nomic incentives in the management of 
non-point sources. This becomes largely 
a matter of seeking out potentially eH'ec
tive second-best measures (e.g., fees on 
fertilizer use), since it is difficult to mea
sure and monitor "discharges" of pollu
tants from these sources. Kathleen Seg
erson (1988) bas advanced an ingenious 
proposal whereby such sources would be 
subject to a tax (or subsidy payment) 
based, not on their emissions, but on the 
observed level of environmental quality; 
although sources might find themselves 
with tax payments resulting from circum
stances outside their control (e .g., ad
verse weather conditions), Segerson 
shows that such a scheme can induce effi
cient abatement and entry/exit behavi<;>r 
on the p;u-t of non-point sources. 

D. Legal Liability as an Economic 
Instrument for Environmental 
Protection. 

An entirely different approach to reg
ulating sources is to rely on legal liability 
for damMes to the enviroriment. Al
though we often do not include this ap
proach under the heading of economic 
instruments, it is clear that a system of 
"strict liability," ·under which a spurce 
is financially responsible for damages, 
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embodies important economic incen
tives. 24The imposition of such liability 
effectively places an "expected price" 
on polluting activities. The ongoing 
suits, for example, following upon the mas
sive Exxon~Valdez oil spill sugges_t that 
such penalties will surely exert pres
sures on potential polluters to engage in 
preventive measures. 

Under this approach, the environmen
tal authority, in a setting of uncertainty, 
need not set the values of any price or 
quantity insfruments·; it 'simply relfes on 
the liability rule to discipline polluters. 
Two issues are of interest here. Th·~ -~rst 
is the capacity,, in principle, for strict lia
bility to mimic the effects of a Pigouvian 
tax. And the second is the likely effective
ness, in practice, of strict liability as a 
substitute for other forms of economic 
incentives. There is a substantial litera
ture in the economics of the law that ad
dresses these general issues and a grow
ing number of studies that explore this 
matter in the context of environmental 
management (see, for example, Steven 
Shavell 1984a, 19846.; Segerson 1,990). 

It is clear that strict liability can, in 
principle, provide the source of potential 
damages with the same incentive as a 
Pigouvian tax. If a polluter knows that 
he will be held financially accountable 
for any damages his activities create, then 
he will have the proper incentive to seek 
methods to avoid these damages. Strict 
liability serves to •internalize the external 
costs- just as does an appropriate tax. 
Strict liability is unlike a tax, however, 
in that it provides compensation to vic
tims. The Pigouvian tax possesses an im
portant asymmetry in a market sense: it 
is a charge to the polluter-but not a 
payment to the victim. And, as noted 

~4 The.- major alternative to strlct liability ls a negli
gence rule under which a polluter Is liabl_e only if 
he has failed to comply with a "due standard of care'' 
.in the activity that caused the damages. Under stri.d 
liability, the party causing the damages is liable irre
spective of the care exercised in the P,Olluting activity, 

earlier,, such payments to victims can re
sult in inefficient levels of defensive ac
tivities. Strict liability thus does not get 
perfect marks on efficiency grounds, 
even in principle, for although it internal
izes the social costs of the polluter, it 
can be a source of distortions in victims' 
behavior. 

The more important concern, in prac
tice, is th~ effectiveness of legal liability 
in disciplining polluter behavior. Even 
if the basic rule is an efficient one in 
terms of placing liability on the source 
of the environmental damage, the actual 
''price" paid by the sourc.e :may be much 
less than actual damages because of im
perfections in the legal system: failures 
to impose liability on responsible parties 
resulting from uncertainty over causa
tion, statutes of limitation, or high costs 
of prosecution. 25

· There· is the further pos
sibility ofbankrl!ptcy as a means of avoid.
ingiatge payments for damages. The evi
dence on these matters is mi.xed (see 
Segerson 1990), but it seems to suggest 
that legal liability has functioned only 
very imperfectly. 

An interesting area of application in 
the environmental arena involves various 
pieces of legislation that provide strict 
liability for damages ftotn accidental 
spills of oil or leakage of hazai:dous 
wastes. The Comprehensive Environ
mental Responses, Compensation, and 
Liability Act (CERCLA) of 1980 and its 
later amendments (popularly known as 
"Superfund''.) are noteworthy for their 
broad potential applicability (Thomas 
Grigalunas and James Opaluch 1988). 
Such measures may well provide a useful 
framework for internalizing the external 

·25 As one reviewer noted, in these times of height
ened environmental ,ensltlvlty, 'liability determina
tions could easily erceed actual damages in some 
Instances. However, thineems not to have happened 
in the recent.Exxon-Valdez case. The case was settled 
out cif court with Exxdil agreeing to _pay some $900 
million over a period of several years, Some ob~ervers 
believe that this falls well short of the true damages 
from the Exxon-Valdez oil spill in· Alaska, 
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costs of spills (Opaluch and Grigalunas 
1984). In particular, the liability ap
proach appears to have its greatest appeal 
in cases like those under Superfund 
where damages are infrequent even~ 
and for which monitoring the level of care 
a firm takes under conventional regula
tory procedures would be difficult. 26 

E. Environmental Federalism 

In addition to the choice of policy in
strument, there is the important issue 
of the locus of regulatory authority. In 
the case of fees, for example, should a 
central environmental authority establish 
a uniform fee applicable to polluters in 
all parts of the nation or should decentral
ized agencies set fee levels appropriate 
to their own jurisdictions? U.S. environ
mental policy exhibits considerable am
bivalenc·e on this matter. Under the 
Clean Air Act in 1970, the U.S. Congress 
instructed the Environmental Protection 
Agency to set uniform national standards 
for air quality-maximum permissible 
concentrations of key air pollutants appli
cable to all areas in the country. But two 
years later under the Clean Water Act, 
the Congress decided to let the individ
ual states determine their own standards 
(subject to EPA approval) for water qual
ity. The basic question is "Which ap
proach, centralized decision making or 
environmental federalism, is the more 
promising?" 

Basic economic principles seem to sug
gest, on first glance, a straightforward an
swer to this question. Since the benefits 
and costs of reduced levels of most forms 
of pollution are likely to vary (and vary 
substantiaily) across different jurisdic-

26 A more complicated and problematic issue re
lates to the permission of the courts to sue under 
Superfund for damages from toxic substances. using 
"the joint and several liability doctrine." Under this 
provision, each defendant is potentially liable for an 
amouht up to the entire damage, irrespective of his 
individual contribution. For an anaJysis of this doc
trine in the Superfund setting, see Tiet en berg (1989). 

tions, the optimal leve1 of effiuent fees 
(or quantities of marketable permits) will 
also vary (Sam Peltzman and T. Nicolaus 
Tideman 1972). The first-best outcome 
must therefore be one in which fees or 
quantities of permits are set in accord 
with local circumstances, suggesting that 
an optimal regulatory system for pollu
tion control will be a form of environmen
tal federalism. 

Some environmental economists have 
raised an objection to this general pre
sumption. John Cumberland (1981), 
among others, bas expressed the concern 
that in their eagerness to attract new 
business and jobs, state or local officials 
will tend to set excessively lax environ
mental standards- fees that are too low 
or quantities of permits that are too high. 
The fear is that competition among de
centralized jurisdictions for jobs and in
come will lead · to excessive environmen
tal degradation. This, incidentally, is a 
line of argument that has appeared else
where in the literature on fiscal federal
ism under the title of "tax competition." 
The difficulty in assessing this objection 
to decentralized policy making is that 
there exists little systematic evidence on 
the issue·; most of the evidence is anec
dotal in character, and, until quite re
cently, there has been little theoretical 
worlc addressing the phenomenon of in
terjurisdictional competition. 27 

rn· a pair of recent papers, Oates and 
Robert Schwab (1988a, 1988b) have set 
forth a model of such competition in 
which "local" jurisdictions compete for 
a mobile national stock of capital using 
both tax and environmental policy instru
ments. Since the production functions 

t7 Two recent .studies, one by Virginia McConnell 
and Schw(lh (1990), and the other by Timothy Bartik 
(1988c), find little evidence pf strong effects of exist
ing environmental regulations on the location deci
sions of firms within the U.S. This, of course, does 
not preclude the possibility that state. and local offi
cials, in fear of such effects, will scale down standards 
for environmental quality. 
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are neoclassical in character, an increase 
in a jurisdiction's capital stock raises the 
level of wages through an associated in
crease in the capital-labor ratio. In the 
model, local officials simultaneously em
ploy two policy tools to attract capital: a 
tax rate on capital itself which can be 
lowered or even set negative (a subsidy) 
to raise the return to capital in the juris
diction, and a level of allowable pollutant 
emissions (or, alternatively, an effluent 
fee). By increasing the level of permissi
ble Waste discharges either directly or 
by lowering the fee on emissions, the 
local authority increases the marginal 
product of capital and thereby encour
ages a further inflow of capital. The 
model thus involves two straightforward 
tradeoffs: one between wage income and 
tax revenues, and the other between 
wage income and local environmental 
quality. The analysis reveals that in a set
ting of homogeneous worker-residents 
making choices by simple majority ruler 
jurisdicpons select the socially optimal 
levels of these two policy instruments. 
The tax rate on capital is set equal to zero, 
and the level of environmental quality 
is chosen so that the willingness to pay 
for a cleaner environment is equal to 
marginal abate·ment cost. The analysis 
thus supports the case for environmental 
federalism: decentralized policy making 
is efficient in the model. 28 

In one sense, this is hardly a surprising 
result. Since local residents care about 
the level of environmental quality, we 
should not expect that they would wish 
to push levels of pollution into the range 
where the willingness to pay to avoid en
vironmental damage exceeds the loss in 
wage income from a cleaner environ
ment. At the same time, this result is 

281Jsing an alternative analytical framework in 
which local jurisdictions "bid" against one another 
for polluting firms in terms. of entry fees, William 
Fischel (1975) like,vise llnds that local. competition 
produces an efficient outcome. 

not immune to various "imperfections." 
If, for example, local governments are 
constrained constitutionally to use taxes 
on capital to finance various local public 
goods, then it is easy to show that not 
only will the tax 1·ate on capital be posi
tive, but officials will select socially ex
cessive levels of pollution. Likewise, if 
Niskanen bureaucrats run the local pub
lic sector, they will choose excessively 
lax environmental standards as a mecha
nism to attract capital so as to expand 
the local tax base and public revenues. 
Finally, there can easily be conflicts 
among local groups of residents witn .dif
fering interests (e.g., workers vs. non
workers) that can lead to distorted out
comes (although these distortions may 
involve too little or too mqch pollution). 

The basic model does at least suggest 
that there are some fundllmental forces 
promoting efficient decentralized envi
ronmental decisions. If the regions se
lected for environmental decision making 
are sufficiently large to internalize the 
polluting effects of waste discharges, the 
case for environmental federalism has 
some force. Exploration of this issue is 
admittedly in its infancy-in particular, 
there is a pressing need for some sys
tematic empirical study of the effects of 
"local" competition on environmental 
choices. 29 

F. Enforcement lssu~ 

The great bulk of the literature on 
the economi.cs of environmental regula
tion simply assumes that polluters com
ply with existing directives: they either 
keep their discharges within the pre
scribed limi.tation or, under a fee 
scheme, report accurately their levels of 
emissions and pay the required fees. 

ro For soine otl1er recent theoretical studies of in
terjurisdictional llscal c9mpetition, see Jaak Mintz 
and HenryTulkens (1986), John Wilson (1986), David 
Wildasiil (1989), and George Zodrow and Peter M1-
eszkowski (1986). 
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Sources, in short, are assumed both to 
act in good faith and to have full control 
over their levels of discharges so that vio
lations of prescribed behavior do not oc
cur. 

Taking its lead from the seminal paper 
by Gary Becker (1968) on the economics 
of crime and punishment, a recent litera
ture has addressed enforcement issues 
as they apply to environmental reg
ulations. 30 As this literature points out, 
violations of environmental regulations 
can have two sources: a polluter can will
fully exceed his discharge limitation (or 
under-report his emissions under a fee 
system) to reduce compliance costs or a 
stochastic dimension to discharges may 
exist so that the polluter has only imper
fect control over his levels of emissions. 
In such a setting, the regulatory problem 
becomes a more complicated one. Not 
only must the regulatory agency set the 
usual policy parameters (emissions limi
tations or fees), but it must also decide 
upon an enforcement policy w.hich in
volves both monitoring procedures and 
levels of fines for violations. 

The early literature explored these en
forcement issues in a wholly static frame
work. The seminal papers, for example, 
by Paul Downing and William Watson 
(1974) and by Jon Harford (1978), estab
lished a number of interesting results. 
Downing and Watson show that the in
corporation of enforcement costs into the 
analysis of environmental policy suggests 
that optimal levels of pollution control 
will be less than when these costs are 
ignored. Harford obtains the especially 
lnteresting result that under a system of 
effluent fees, the level of actual dis-

30 Russell, Harrington. and William Vaughan 
(1986, ch. 4) provide a useful survey of the enforce• 
ment literature in environmental economics up to 
19'85. Harrington (1988) presents a concise, excellent 
overview both of the more recent lite_rature and of 
the "stylized facts" of octual complia11ce and enforce
ment behavior. See also Russell (1990). 

charges is independent both of the level 
of the fine for underreporting and of the 
probability of punishment (so long as the 
slope of the expected penalty function 
with respect to the size of the violation 
is increasing and the probability of pun
ishment is greater than zero). The pollu
ter sets the. level of actual wastes such 
that marginal abatement cost equals the 
effiuent fee--the efficient level! But he 
then, in general, underreports his dis
charges with the extent of underreport
ing varying inversely with the level of 
fines and the probability of punishment. 

Arun Malik (1990) has extended this 
line of analysis to the funcUoning of sys
tems of marketable permits. ·He estab
lishes a result analogous to Harford's: un
der certain circumstances, noncompliant 
polluters will emit precisely the same 
level of wastes for a given permit price 
as that discharged by an otherwise identi
cal compliant firm. The conditions, how
ever, for this equivalence are fairly strin
gent ones. More generally, Malik shows 
that noncompliant behavior will have ef
fects on the ms1rket-clearing price in the 
permit market-effects that will compro
mise to some extent the efficiency prop
erties of the marketable permit system. 

One implication of this body of work 
is the expectation of widespread noncom
pliance on the part of polluters. But as 
Harrington (1988) points out, this seems 
not to be the case. The evidence we have 
from various spot checks by EPA and 
GAO suggests that most industrial pollu
ters seem to be in compliance most. of 
the time. 31 Substantial compliance seems 

31 Interestingly, noncompliance seems to be more 
widespread among municipal waste treatment plants 
than among industrlal sources! (Russell 1990, p. 256). 
Some of the most formidable enforc1:1ment problems 
involve federal agencies. The GAO (1988}, for exam• 
pie, has found the Department of Energy's nuclear 
weapons facilities to be a source of major conccr.n; 
the costs of dealing with environmental contamina
tion associated with these facilities are estimated at 
more than ,UOO billion. 
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to exist in spite of modest enforcement 
efforts: relatively few "notices of viola
tion" have been issued and far fewer pol
luters have actually been fined for their 
violations. Moreover, where such fines 
have been levied, they have typically 
been quite small. And yet jn spite of such 
modest enforcement e.fforts, "cheating" 
is not ubiquitous-violations are cer
tainly not infrequent, but they are far 
from universal. 

This finding simply doesn't square at 
all well with the results from the static 
models of polluter behavfar. 32 An alter
native line of modeling (drawing on the 
tax-evasion literature) seems to provide 
a better description of polluter behavior; 
it also has some potentially instructive 
nonnative implications. This approach 
puts the problem in a ·dynamic game
theoretic framework. Both polluters and 
regulators react to the activities of one 
another in the previous period. In a pro
vocative paper, Harrington (1988) mod
els the enforcement process as a Markov 
decision problem. Polluters that are de
tected in violation in one period are 
moved to a separate group in the next 
period in which they are subject to more 
frequent inspection and higher fines. 
Polluting firms thus have an incentive 
to comply in order to avoid being moved 
into the second group (from which they 
can return to the original group only after 
a period during which no violations are 
detected). In such a framework, firms 
may be in compliance even tbougl1 they 
would be subject to no fine for a viola
tion. Following up on Russell's analysis 
(Russell, Hatrington, and Vaughan 1986, 
pp. 199-216), Harrington finds that the 
addition of yet a third _group, an absorb
ing st.ate from which the polluter can 
never emerge, can result in a "spectacu-

32 Perhaps public opprobrium is a stronger discipli
nary force than eronomists ·are typically inclined to 
believe! 

Jar reduction in the mioimum resources 
required to achieve a given level of com
pliance" (p. 47). In sum, the dynamic 
game-theoretic approach can produce 
compliance in cases in which tbe ex
pected penalty is insufficient to pre
vent violations in a purely static model. 
Moreover, it suggests some pot~ntially 
valuable guidelines for the design of 
cost-effective enforcement procedures. 
Enforcement is an area where. economic 
analysis may make some quite useful con
tributions. 

G. The Effects of Domestic 
Environmental Policy on Patterns of 
International Trade 

The introduction of policy measures 
to protect the environment has potential 
implications not only for the domestic 
economy but also for international trade. 
Proposed environmental regulations are., 
in fact, often opposed vigorously ·on the 
grounds that they will impair the "inter
national competitiveness" of domestic in
dustries. The increased costs associated 
with pollution control measures will, so 
the argument goes, result in a loss of ex
port markets and increased imports of 
products of polluting industries. 

These potential effects have been the 
subject of some study. It is clear, for ex
ample, that the adoption of costly control 
measures in certain countries will, in 
principle, alter the .international struc
ture of relative costs with potential effects 
on patterns of specialization and world 
trade. These trade effects have been ex-
plored in some detail, making use of stan
dard models of international trade (Ka
zumi Asako 1979; Baumol and Oates 
1988, ch. 16; Anthony Koo 1974; Martin 
McGuire 1982; John Merri6eld 1988; Ru
diger Pethig 1976; Pethig et al. 1980; 
Horst Siebert 1974; James Tobey 1989; 
Ingo Walter 1975). In patticular, there 
has been a concern that the less devel
oped countries, with their emphasis on 
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economic development rather than envi
ronmental protection, will tend over 
time to develop a comparative advantage 
in pollution-intensive industries. In con
sequence, they will become the "have'ns" 
for the world's dirty industries; this con
cern has become known as the "pollu
tion-haven hypothesis" (Walter and Ju
dith Ugelow 1979; Walter 1982). 

Some early studies made use of exist
ing macro-econometric models to assess 
the likely magnitudes of these effects. 
These studies used estimates of the costs 
of pollution control programs on an in
dustry basis to get some sense of the ef
fects of these programs on trade and pay
ments flows. Generally, they found 
small, but measurable, effects (d'Arge 
and Kneese 1971; Walter 1974). 

We are now in a position to examine 
historically what has, in fact, happened. 
To what extent .have environmental mea
sures influenced the pattern of world 
trade? Have the LDC's become the ha
vens of the world's dirty industries? Two 
recent studies, quite different in charac
ter, have addressed this issue directly. 
H. Jeffrey Leonard (1988), in what is 
largely a case study of trade and foreign
investment flows for several key indus
tries and countries, finds little evidence 
that pollution-control measures have ex
erted a systematic effect on international 
trade and investment. After examining 
some aggr-egate figures, the poUcy 
stances in several indi,Jstrialized and de
veloping countries, and the operations 
of multinational corporations, Leonard 
concludes that "the differentials in the 
costs of com.plying with environmental 
regulations and in the levels of environ
mental concern in industrialized and in
dustrializing countries have not been 
strong enough to offset larger political 
and economic forces in shaping aggregate 
.international comparative advantage" (p. 
231). . 

Tobey (1989, 1990) has looked at the 

same issue in a large econometric study 
of international trade patterns in "pollu
tion-intensive" goods. After controlling 
for the effects of relative factor abun
dance and other trade determinants, To
bey cannot find any effects of various 
measures of the stringency of domestic 
environmental policies. Tobey estim;ites 
two sets of equations that explain, respec
tively, patterns of trade in pollution
inte'{lsive goods and changes in trade pat
terns from 1970 to 1984. In neither set 
of equations do the variables measuring 
the stringency of domestic environmen
tal policy have the predicted effect on 
trade pattex:ns. 

Why have domestic environmental 
measures not induced "industrial flight;" 
and the development of "pollution ha
vens?" The primary reason seems to be 
that the costs of pollution control have 
not, in fact, loomed very large even in 
heavily polluting industries. Existing es
timates suggest that control costs have 
run on the order of only 1 to 2½ percent 
of total costs in most pollution-intensive 
industries; H. David Robison (1985, p. 
704), for example, reports that total 
abatement costs per dollar of output in 
1977 w.ere well under 3 percent in all 
industries with the sole exception of elec
tric utilities where they were 5.4 per
cent. Such small increments to costs are 
likely to be swamped in their impact on 
international trade by the much larger 
effects of changing differentials in labor 
costs, swings in exchange rates, etc. 
Moreover, nearly all the industrialized 
countries have introduced environmental 
measures-and at roughly the same 
time-so that such measures have not 
been the source of significant cost differ
entials among major competitors. There 
seems not to have been a .discernible 
movement in investment in these indus
tries to the developing countries because 
major political and economic uncertain.
ties have apparently loomed much larger 
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in location decisions than have the mod
est savings from less stringen t environ
mental controls. 

In snort, domestic environmental poli
cies·, at least to this point in time, do 
not appear to have had sjgnificant effects 
on patterns of international t rade. From 
an envfronmental perspective, this is a 
comforting finding, for it means that 
there is little force to the argument that 
we need to relax environmental policies 
to preserve international competitive
ness. 

H. Com~nd-mid-Control vs. 
Econo!llic Incentives: Some 
Conduding Observations 

Much of the literature in environ
mental economics, both theoretical and 
empirical, contrasts in quite sharp and 
uncompromising terms the properties of 
systems of economic incentives with the 
inferior outcomes under existing systems 
of command-and-control regulations. In 
certain respects, this literature has been 
a bit misleading and, perhaps, unfair. 
Th13 term command-and-control encom
passes a very broad and diverse set of 
regulatory techniques-some admittedly 
quite crude and excessively costly. But 
others are far more sophisticated and cost 
sensitive. In fact, the dividing line be
tween so-called CAC and incentive
based policies is not always so clear. A 
program µoder which the regulator spec
ifies tho exact treatment procedures to 
be followed by polluters obviously falls 
within the CAC class. But what about a 
policy that establishes a fixed emissions 
limitation for a particular source (with no 
trading possible) but allows the polluter 
to select the form of compliance? Such 
flexibility certainly allows the operation 
of economic incentives in terms of the 
search for the least-cost method of con
trol. 

The point here is that it can be quite 
misleading to lump together in a cavalier 

fashion "CAC" methods of regulatory 
control and to contrast them as a class 
with the least-cost outcomes typically as
soc_:iated with systems of economic incen
tives. In fact, the compromises and "im
perfections" inherent in the design and 
implementation of incentive-based sys
tems vir tually guarantee that they also 
will be unable to realize the formal least
cost result. 

Empirical studies contrasting the cost 
effectiveness of the two general ap
proaches have typically examined the. 
cost under each system of attaining a 
specified standard of e nvironmental 
quality-which typically means ensuring 
that at no point in an area do pollutant 
concentrations exceed the maximum 
level permissible under the particular 
standard . As Atkinson and Tietenberg 
(1982) and others have noted, CAC sys
tems typically result in substantial "over
control" relative to incentive-based sys
tems. Since it effectively assigns a zero 
shadow price to any environmental im
provements over and above the standard, 
the least-cost algorithm attempts to make 
use of any ''excess" environmental capac
ity to increase emissions and thereby re
duce control eosts. The less cost-sensitive 
CAC approaches generally overly restrict 
emissions (relative to the least-cost solu
tion) and thereby produce pollutant con
centrations at nonbinding points tl1at are 
less than those under the least-cost out
come. In sum, at most points in the area, 
environmental quality (although subject 
to the same overall standard) will be 
higher under a CAC system than under 
the least-cost solution. So long as there 
is some value to improved environmental 
quality beyond the standard, a proper 
comparison of benefits and costs should 
give the CAC system c:redit for this incre
ment to environmental quality. One re
cent study (Oates, Paul Portney, and 
McGartland 198.9) which does just this 
for a major air pollutant finds that a rela-
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tively sophisticated CAC approach pro
duces results that compare reasonably 
well to the prospective outcome under 
a fully cost effective system of economic 
incentives. 

Our intent is not to suggest that the 
economist's emphasis on systems of eco
nomic incentives has been misplaceq, 
but rather to argue that policy structure 
and analysis is a good deal more compli
cated than the usual textbooks would sug
gest (Nichols 1984). The applicability of 
systems of economic incentives is to some 
extent Hmited by monitoring capabilities 
and spatial complications. In fact, in any 
meaningful sense the "optimal" structure 
of r egulatory programs for the control of 
air and water pollution is going to involve 
a combination of policy instruments
some making use of economic incentives 
and others not. Careful economic analy
sis has, we believe, an important role 
to play in understanding the workings 
of these systems. But it can make its best 
contribution, not through a dogmatic 
commitment to economic incentives, but 
rather by the careful analysis of the whole 
range of policy instruments available, in
suring that those CAC measures that are 
adopted are effective devices for control
ling pollution at relatively modest cost 
(Kolstad 1986). 

At the same time, it is our sense that 
incentive-based systems have much to 
contribute to environmental protec
tion- and that they have been much ne
glected in part because of the (under
standable) predisposition of regulators to 
more traditional policy instruments. 33 

There are strong reasons for believing, 
with supporting evidence, that this ne
glect has seriously impaired our efforts 
both to realize our objectives for im
proved environmental quality and to do 

a:i See Steven Kelman (1981) for a fascinating-if 
somewhat dismaying-study of the politics and ideol: 
ogy of economic Incentives for environmental protec
tion, 

so at the lowest cost . A general realiza
tion of this point seems to be emerging 
with a consequent renewed interest in 
many countries in the possibility of inte
grating incentive-based policies into en
vironmental regulations-a matter to 
which we shall return in the concluding 
section. 

IV. Measuring the Benefits and Costs 
of Pollution Control 

As we suggested in the previous sec
tions, effluent fees and transferable per
mits are capable, in principle, of achiev
ing a given pollution standard at least 
cost. Eventually, however, economists 
must ask whether envfronmental stan
dards have been set at appropriate levels: 
does the marginal cost of achieving the 
ozone standard in the Los Angeles basin 
exceed the marginal benefits? The an
swer. to this question requires that we 
measure the benefits and costs of pollu
tion control. 

While t he measurement of control 
costs is itselfno simple task, environmen
tal economists have turned most of their 
attention to the benefit side of the ledger. 
Of central concern has been the develop
ment of methodologies to measure the 
benefits of goods- such as clean air or 
water- that are not sold in markets. 
These techniques fall into two categories: 
indirect market methods, which at tempt 
to infer from actual choices, such as 
choosing where to live, the value people 
place on environmental goods; and direct 
questioning approaches, which ask peo
ple to make tradeoffs between environ
mental and other goods in a survey con
text. We shall review both approaches, 
and then discuss the application of these 
methods to valuing the benefits of pollu
tion control. In particular, we will try 
to highlight areas where benefits have 
been successfully measured, as well as 
areas where good benefit estimates are 

This content downloaded from 142. 103.160.110 on Mon, 17 Dec 2018 16:26:16 UTC 
All use subject lo hllps://about.jstor.org/tcrms 



Cropper and Oates: Environmental Econornics 701 

most needed. But first we must be clear 
about the valuation of changes fo envi
ronmental quality. 

A. Defining the Value of a Change in 
Environmental Quality 

We noted at the beginning of this re
view that pollution m·ay enter both con
sumers' utility functions and firms' pro
duction functions. (See equations (1) and 
(2).) To elaborate on how this might occur 
we introduce a damage function that 
links pollution, Q, to something people 
value, S, 

S = S(Q). (8) 

For a consumer, S might be time spent 
ill or expected fish catch; for a firm it 
might be an input into production, such 
as the stock of halibut. We assume that 
S replaces Q in the utility and production 
functions (equations (1) and (2)). 

There are two cases of interest here. 
First, if the consumer (or firm) views S 
as out of hjs control, we can define the 
value of a change in S (which may be 
easier to measure than the value of a 
change in Q), and then predict the 
change in S resulting from a change in 
Q. For example, if people view reduc
tions in visibility associated with air pol
lution as beyond their control, one can 
predict the reduction fa visibility from 
(8) and concentrate on valuing visibility. 
This is commonly !mown as the damage 
function approach to benefit estimation. 

The second case is more complicated. 
It may sometimes be possible to mitigate 
the effects of pollutfon through the use 
of inpt1ts, Z. For example, medicine may 
exist to alleviate respiratory symptoms 
associated with air pollution. In this in
stance, equation (8) must be modified to 

S = S(Q,Z), (9) 

and it is Q rather than S that must be 
valued, because S is po lo.nger exoge
nous. 

For the case of a firm, the value of a 
change in Q (or S) is the change in the 
firm's profits when Q (or S) is altered. 
This amount is the same whether we are 
talking about the firm' s willingness to pay 
(WTP) for an improvement in environ
mental quality or its willingness to accept 
(WTA) compensation for a reduction in 
environmental quality. 

For a consumer, in contrast, the value 
of a change in Q (or S) depends on the 
initial assignment of property rights. If 
consumers are viewed as having to pay 
for an improvement in environmental 
quality, for example, from Q0 to Q1, the 
most they should be willing to pay for 
this change is· the reduction in expendi
ture necessary to achieve their original 
utility level when Q improves. Formally, 
if e(P,S(Q0

), V°) denotes the minimum ex
penditure necessary to achieve pre-im
provement utility U0 at prices P and envi
ronmental quality Q0

, then the most 
people would be willing to pay· (WTP) 
for the improvement in environmental 
quality to Q1 is 

WTP = e(P,S(Q°),U°) . 
- e(P,S(Q1), U°). (10) 

If, on the other hand, consumers are 
viewed as having rights to the higher 
level of environmental quality and must 
be compensated for a reduction in Q, 
then the smallest amount they would be 
willing to accept is the additional amount 
they must spend to achieve their original 
utility level when Q declines. Formally, 
willingness to accept (WTA) compensa
tion for a reduction in Q from Q1 to Q0 

is given by 

WTA = e(P,S(Q0),U1) 

- e(P,S(Q1),U1
), (11) 

where V 1 is the utility level achieved at 
the higher level of environmental qual
ity. 

1n gener.al, willingness to accept com-
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pensation for a reduction in Q will be 
higher than willingness to pay for an in
crease in Q of the same magnitude. As 
W. Michael Hanemann (1991) has re
cently shown, the amount by which WTA 
exceeds WTP varies directly with the in
come elasticity of demand for S and in
versely with the elasticity of substitution 
between S and private goods. If the in
come elasticity of demand for S is zero 
or if S is a perfect substitute for a private 
good, WTP should equal WTA. If, how
ever, the elasticity of substitution be
tween S and private goods is ?.era, the 
difference between WTA and WTP can 
be infinite. It is therefore important to 
determine which valuatitm · concept, 
WTP or WTA, is appropriate for the 
problem at hand. 

The preceding definitions of the value 
of a change in environmental quality do 
not by themselves characterize all of the 
welfare effects of environmental policies. 
Improvements in environmental quality 
may alter prices as well as air or water 
quality, and these price changes must be 
valued in addition to quality changes. 

In contrast to valuing quality changes, 
valuing price changes is relatively 
straightforward. WTP for a reduction in 
price is just the reduction in expenditure 
necessary to achieve V° (the consumer's 
original utility level) when prices are re
duced. As is well known, this is just the 
area to the left of the relevant compen
sated demand function (i. e., the one that 
holds utility at U°) between the two 
prices. Willingness to accept compensa
tion for a price increase is 'the increase 
in expenditure .necessary to achieve U1, 

the utility level enjoyed at the lower 
price, when price is increased. 

Unlike the case of a quality change, 
WTA compensation for a price increase 
exceeds WTP for a price decrease only 
by the amount of an income effect. As 
long as expenditure on the good in ques
tion is a small fraction of total expendi-

ture, the dilference between the two wel
fare measures will be small. Moreover, 
approximating WTP or WTA by con
sumer surplus-the area to the left of 
the Marshallian demand function will 
produce an error of no more than 5 per
cent in most cases (Robert Willig 1976). 34 

One problem with the definitions of 
the value of a change in environmental 
quality (equations (10) and (11)) is that 
not all environmental benefits can be 
viewed as certain. Reducing ex.i;>osure to 
a carcinogen, for example, alters the 
probability that persons in the exposed 
population will contract cancer, and it 
is this probability that must be valued. 

To define the value of a quality change 
under uncertainty, suppose that. the 
value of S associated with a given Q is 
uncertain. Specifically, suppose that two 
values of S are possible: s0 and S1• For 
example, s0 might be 360 healthy days 
per year and S1 no heal thy days (death). 
Q no longer determines S directly, but 
affects 1r, the probability that s0 occurs. 
If the individual is an expected utility 
maximizer and if V(M,S1), i = 0,1, de
notes his expected utility in each state 
(M being income), willingness to pay 
for a change in Q from Q0 to Q1 is the 
most one can take away from the indi
vidual and leave him at his original ex
pected utility level (Michael Jones-Lee 
1974). 

'1T(Q0)V(M,S°) + [1 - 7r(Q°)]V(M,S1) 

= ,r(Q1)V(M - WTP,S0) 

+ (1 - 1r(Q1)]V(M - WTP,S1). (12) 

For a small change in Q, WTP is just 
the difference in utility between the two 
states, divided by the expected marginal 
utility of money, 

a~ Sufficient conditions for this to hold are thllt (1) 
consumer surplus ls no more than 90 percent of in
come·; (2) the ratio of consumer surplus to income, 
multiplied by one-half the income elasticity of de
mand,: is no more than 0.05. 
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WTP = [V(M,S°) - V(M,S1
)] 

'IT~ + (1 - 1r)V!1 

0'11 
• oQ dQ. {13) 

An important point to note here is that 
the \7alue of the change in Q is an ex. 
ante value: changes in Q are valued be
fore the outcomes are known. For exam
ple, suppose that reducing exposure to 
an environmental carcinogen is expected 
to save two lives in a city of 1,000,000 
persons. The ex ante approach views this 
as a 2-in-one-million reduction in the 
probability of death for each person in 
the population. The ex post approach, 
by contrast, would value the reduction 
in two lives witb certainty. 

We are now in a position to discuss 
the principal methods that have been 
used to value changes in pollution. 

B. Indirect· Methods for Measuring the 
Benefits of Environmental Quality 

Economists have employed three ap
proaches to valuing pollution that rely 
on o·bserved choices; the averting behav
ior approach, the weak complementarity 
approach, and the hedonic price ap
proach. 

l. The Averting Behavior Approach. 
The averting behavior approach relies on 
the fact that in some cases purchased in
puts can be used to mitigate the effects 
of pollution.35 For example, farmers can 
increase the amount of land and other 
inputs to compensate for the fact that 
ozone reduces soybean yields. Or, for an
other, residents of smoggy areas can take 
medicine to relieve itchy eyes and runny 
noses. 

As long as other inputs can be used 
to compensate for'the effects of pollution, 

35 In tenns of the no talion above, either (9) ~pplies, 
or other inpµts can be substituted for S in production; 
sec equation (2). 

the value of a small change in pollution 
can be measured by the value of the in
puts used to compensate for the change 
in pollution. If, for example, a reduction 
in one-hour maximum ozone levels from 
0.16 parts per million (ppm) to 0. 11 ppm 
reduces the number of.days of respiratory 
symptoms from 6 to 5, and if an expendi
ture on medication of $20 has the same 
effect, then the value of the ozone reduc
tion is $20. 

Somewhat more formally, if S = 
. S(Q,Z), willingness·t o pay for a marginal 

change in Q may be written as the mar
ginal rate of substitution between an 
averting good and pollution, times the 
price of the averting good (Paul Courant 
and Richard Porter 1981). 

WTP = - aslaQ {14) 
Pi ilS/ilz1' 

where z1 is medication. Marginal WTP 
can thus be estimated from the produc
tion function alone. 

To value a nonmarginal change in pol
lution, one must know both the cost func
tion for the good affected by pollution 
and the marginal value function for that 
good. For example, in the case of health 
damages, a large improvement in air 
quality will shift the marginal cost of 
healthy days to the r ight (see Figure 1) 
and the value of the change is given by 
the area between the two marginal cost 
curves, bounded by the marginal value 
of healthy time. When the good in ques
tion is not sold in markets, as is the case 
for health, estimating the marginal value 
function is, however, difficult. 36 

36 If S were sold in markets, est.imation of the mar
ginal value function would be simple,. assuming one 
1..-ould observe the price or S and assuming that the 
price was exogenous IQ any ,household. The problem 
is that, for a good produced by the household itself, 
one cannot observe the price (mar.ginal cost) of the 
good-it ·must ~ estimated from the marginal cost 
function. Furthennore, the price• is endogenous, 
since ii depend s on the lev.el of S. 
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A Mnrginul Value 
of Heulthy Time 

Healthy lime 

Figure 1. Morbidity Benefits of a Non marginal . 
Pollution Reduction 

An alternative approach, suggested by 
Bartik (1988a), is to use the change in 
the cost of producing the original level 
of S, i.e. , the area between the marginal 
cost functions to the left of s0 (area ABD 
in Figure 1), to approximate the value 
of the environmental quality change. For 
an improvement in Q, this understates 
the value of the change because it does 
not allow the individual to increase his 
chosen value of S. When the marginal 
cost of S increases, the relevant area will 
overstate the value of the welfare de
crease. The advantage of this approxima
tion is that it can be· estimated from 
knowledge of the cost function alone. 

The usefulness of the averting behavior 
approach is clearly limited to cases where 
other inputs can be substituted for pollu
tion. Most pollution damages suffer.ed by 
firms occur in agriculture, forestry, and 
fishing. In the case of agriculture, irriga
tion can cor:npensate for the effects of 
global warming on crop yields. Likewise, 
capital (boats and gear) and labor can 
compensate for fish populations depleted 
as a result of water pollution. 

In the case of pollution damages suf
fered by households, averting behavior 
has been used to value health damages 
and the soiling damages caused by air 
pollution. Households can avoid health 
damages either by avoiding exposure to 

pollution in the first place, or by mitigat
ing the effects of exposure once they oc
cur. For example, the deleterious effects 
of water pollution can be avoided by pur
chasing bottled water (V. Kerry Smith 
and William Desvousges 1986b), and pol
lutants in outdoor air may be filtered by 
running an air-conditioner (Mark Dickie 
and Shelby Gerking 1991). 

Two problems, however, arise in ap
plying the averting behavior method in 
these cases. First1 in computing the 
right-hand-side of (14), the researcher 
must know what the household imagined 
the benefit of purchasing water (aS/az1) 

to be, since it is the perceived benefits 
of averting behavior that the household 
equates to the marginal cost of this be
havior. Second, when the averting input 
produces joint products, as in the case 
of running an air-conditioner, the cost 
of the activity cannot be attributed solely 
to averting behavior. Inputs thattnitigate 
the effects of pollution include medicine 
and doctors' visits (Gerking and Linda 
Stanley 1986); however, use of the latter· 
often runs into the joint product prob
lem-a doctor's visit may treat ailments 
unrelated to pollution, as well as pollu
tion related illness. 

2. The Weak Complementarity Ap
proach. While the averting behavior ap
proach exploits the substitutability be
tween pollution and other inputs into 
production, the weak complementarity 
approach values changes in environmen
tal quality by making use of the comple
mentarit9 of environmental quality, e.g., 
cleaner water, with a purchased good, 
e.g. , visits to a lake. Suppose that a speci
fied improvement in water quality at a 
lake resort results in an increase in a 
household's demand for visits to the re
sort from ED to AB (see Figure 2). One 
can view the value of access to the lake 
at the original quality levef Q0 as the va
lue of being able to visit the lake at a 
cost of C rather than at some cost E. 
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Q=Q• 
Q =Q· 

Site Visits 

Figure 2. The Effect of a Change in 
Enviro.nmental Quality on the Demand for Visits 

to a Recreation Site 

The value of access to the lake is thus 
the area EDC. 37 The increase in the 
value of access when Q changes (area 
ABDE) is the value of the water quality 
improvement. 

For area ABDE to measure the value 
of the water q1.1ality improvement, envi
ronmental quality must be weakly com
plementary to the good in question 
(Maler 1974; Nancy Bockstael and Ken
neth McConnell 1983). This means that 
(1) the marginal utilify of environmental 
quality (water quality) must be zero if 
none, of the good is purchased (no visits 
are made to the lake); (2) there is a price 
above which none of the good is pur
ch~sed (no visits are m;ide). 1f (1) did not 
hold, three would be additional benefits 
to a change in water quality not reflected 
in the demand for visits. 

In practice, the weak complementarity 
approach has been used most often to 
value the attributes of recreation sites
either water quality, or a related attri-

37 Strictly speakingEDC should be measured using 
the consumer's compensated demand function, 
When measuring the value of access to a good. use 
of the_ Marshnllian demand fi,inction m;iy no longer 
provide a good approximation to the welfare triangle 
since the choke prices of the Marshallian and com
pensated demand functions m.,iy vary substantially. 
The Willig bounds do not apply In this case. 

bute, such as fish catch. 38 Althoqgh site 
visits do not have a market price, their 
cost can be measured by summing the 
cost of traveling to the site, including the 
time cost, as well as any entrance fees. 

A problem in measuring the demand 
for site visits as a function of site quality 
is that there is no variation in site quality 
among persons who visit a site. A popular 
solution to this problem is the varying 
parameters model, which assumes that 
site quality enters recreation demand 
functions multiplied by travel cost or in
come, both of which vary across 
households. 39 In the first stage of the 
model, the demand for visits to site i is 
regressed on the cost of visiting the site 
and on income. In the second stage the 
coefficients from stage one are regressed 
on quality variables at site i. This is 
equivalent to estimating a set of demand 
functions in which visits to site i depend 
on the quality of t)1e ith site, the cost of 
visiting the ith site, income, and interac
tions between travel cost and quality, and 
income and quality. 

One drawback of this approach is that 
it allows visits to a given site to depend 
only on the cost of visiting that site-
the cost of visiting substitute sites is not 
considered. This is equivalent to assum
ing that, except for the quality variables 
that enter the model in stage two, all 
sites are perfect substitutes. The varying 
parameters model may, therefore, give 
misleading results if one wishes to value 
quality changes at several sites. 

A second approach to valuing quality 
changes is to use a discrete choice model. 
This approach examines the choice of 

38 Surveys of recreation demand models may be· 
found in Mendelsohn (1987) and also· in John Braden 
and Kolsllld (1991). Bockslllcl, Hanemann, and Cath
erine Kling (1987) discuss their application to valuing 
environmentnl quality at recr<;atlon sites. 

39 Thls solution was flrst used by Vaughan and Rus
sell (1982) and has also been used by V. Kercy Smith, 
Desvousges, and Matthew McGlv!ley (1983), and V. 
Kerry Smith and Desvousges (1986a). 

Tbis'contcntdownlo.adcd from 142.103.l6P.I 10 on Mon, 17 Dec 2018 16:26:16 UTC 
All use subject to. http~://aboutjst~r.org/1crms 



706 Journal pf Economic Literature, Vol. XXX Uune 1992) 

which site to visit on a given day as a 
function of the cost of visiting each site, 
and the quality of each site. 1f the choice 
of wl1ich site to visit on the first recre
ation day can be viewed as independent 
of which site to visit on the ith, a simple 
discrete choice model, such as the mul
tinomial logit, can be applied to the 
choice of site, conditional on paitici
pation (Clark Binkley and Hanemann 
1978; Daniel Feenberg and Mills 1980). 
The choice of whether to participate 
and, if so, on how many days, is made 
by comparing the maximum utility re
ceived from taking a trip with the utility 
of the best substitute activity on that 
day_4o 

The advantage of the discrete choice 
model is that the probability of visiting 
any one site depends on the costs of visit
ing all sites and the levels of quality at 
all sites. The drawback of the model is 
that the decision to take a trip or not 
and, if so, which site to visit, is made 
independently on each day of the season. 
The number of trips made to date influ
ence neither which site the individual 
chooses to go to on a given day, nor 
whether he takes a trip at all. 41 Thus, 
these models must be combined with 
models that predict the totlll number of 
trips taken. 

3. Hedonic Market Methods. The 

◄i> lf one estimates a discrete choice model of recre
ation decisions, the value of a change in environmen
tal quality at site I is no longer measured as indicated 
in Figure 2 (Hanemann 1984). Because utility is ran
dom from the viewpoint of the researcher, compen• 
sating variation for a change in quality at a recreation 
site on a given day equals the change in utility condi
tional on visiting the site times the probability that 
the site is visited, plus the change in the probability 
of visiting the site times the utility received from 
the site. 

41 One solution to this problem, proposed by Ed
ward Morey (1984), Is to estimate a sha_re model, 
which allocates the recreation budget for a season 
among different sites. The drawback of this model 
is that the share of the budget going to each site is 
assumed to be positive, whereas, in reality, a house
hold may not visit all sites. 

third method used by economists to 
value environmental quality, or a related 
output such as mortality risk, exploits the 
concept of hedonic prices-the notion 
that the price of a house or job carr be 
decomposed into the prices of the attri
butes that make up the good, such as 
air quality in the case of a house (Ronald 
Ridker and John Henning 1967), or risk 
of death in the case of a job (Richard 
Thaler and Sherwin Rosen 1976). The he
donic price approach has been used pri
marily to value environmental disameni
ties in urban areas (air pollution, 
proximity to hazardous waste sites), 
which are reflected both in housing 
prices and in wages. It has also been used 
to value mortality risks by examining the 
compensation workers receive for volun
tarily assuming job risks. Finally, the he
donic travel cost approach has been used 
to value recreation sites. We discuss each 
approach in turn. 

Urban Amenities. Air quality and other 
environmental amenities can be valued 
in an urban setting by virtue of being 
tied to residential location: they are part 
of the bundle of amenities-public 
schools, police protection, proximity to 
parks-that a household purchases when 
buying a house. 

The essence of the hedonic approach 
is to try to decompose the price of a house 
(or bf residential land) into the prices of 
individual attribute~. including air qual
ity. This is done using an hedonic price 
function, which describes the equilib
rium relationship between house price, 
p, and attributes, A = (a1, a2, •• • , 

an). The marginal price of an attribute 
in the market is simply the partial deriva
tive of the hedonic pric;e function with 
respect to that attribute. In selecting a 
house, consumers equate their marginal 
willingness to pay for each attribute to 
its marginal price (S. Rosen 1974; A. 
Myrick Freeman 1974). This implies that 
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the gradient of the hedonic pr ice func
tion, evaluated at the chosen house, gives 
the buyer's marginal willingnesses to pay 
for each attribute. 

Somewhat more formally, utility maxi
mization in an hedonic market calls for 
the marginal price of an attribute to equal 
the household's marginal willingness to 
pay for the attribute, 

apliJa; = aetaa;, (15) 

where 8 is the household's bid function, 
the most one can. take away from the 
household in return for the collection of 
amenities, A , and keep its utility con
stant. Equation (15) implies that, in equi
librium, the marginal willingness to pay 
for an attribute can be measured by its 
marginal price, computed from the he
donic price function . 

If a large improvement in environmen
tal quality is contemplated in one section 
of a city-an improvement large enough 
to alter housing prices-the derivative 
of the hedonic price function no longer 
measures the value of the amenity 
change. In the short run, before house
holds adjust to the amenity change and 
prices are altered, the va).ue of the amen
ity change is the area under the house
hold's marginal bid function-the right 
hand side of (15)-between the old and 
new levels of air quality. Td value the 
amenity change in the long run, how
ever, one must take into acco1,1.nt the 
household's adjustment to the. amenity 
change and to any price changes that may 
result. The area under the marginal bid 
function (the short-run welfare measure) 
is, however, ;i lower bound to the long~ 
run benefits of the amenity change (Bar
tik 1988b). 

Empirical applications of the hedonic 
approach have typically focused either on 
valuing marg~nal amenity changes, which 
requires estimating only the hedonic 
price function, or on computing the 
short-run benefits of nonmarginal amen-

Marginal Attribute Bid 
(M = M:z} 

$ Marginal 
Attribute Bid 

Ur 
~+,; 

Murginul Attribute 
Price 

L --- - - - ----- --a1 

Figure 3. The Identification Problem in an 
Hedonic Market 

ity changes, which requires estimating 
marginal bid functions. S. Rosen origi
nally suggested that this be done by re
gressing marginal attribute price, com
puted from the gradient of the hedonic 
price function, on the arguments of the 
marginal bid function. This procedure, 
however, may encounter an identifica
tion problem which is caused by the fact 
that the arguments of the marginal attri
bute bid function determine marginal at
trjbute price as well. 

An example of the identification prob
lem, provided by James Brown and Har
vey Rosen (1982), occurs when the he
d,onic price function is quad(atic and the 
marginal value functions are linear in at
tributes. In the case of a single amenity, 
a1, 

8p/aa1 = 130 + 131a, (16) 
aetaal =ho + h1a1 + h2M. (17) 

In this case regressing 130 + 13 1a1 on 
a1 and M wilf reproduce the parame ters 
of the marginal price function, i. e., b0 

= 130, b1 = 131 and 62 = 0. This is illus
trated graphically in F igure 3. The prob
lem is that the marginal price function 
does not shift independently of the mar
ginal bid function. Shifts in the latter, 
due, say, ·to differences in income, thus 
trace out pojnts on the marginal price 
function. 

To achieve identification in this ex-
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ample, one can introduce functionaI form 
restrictions, such as adding at to the mar
ginal price function, but not to the mar
ginal value function, which will cause a 
plaa, to shift independently of aetaa, 
(Mendelsohn 1984). Another solution is 
to estimate hedonic price functions for 
several markets, so that the coefficients 
of the marginal price function vary across 
cities (Palmquist 1984; Robert Ohsfeldt 
and Barton Smith 1985; Ohsfeldt 1988). 
For this to work, households in all cities 
must have identical preferences; how
ever, the distribution of measured house
hold characteristics and/or the supply of 
amenities must vary across cities so that 
the hedonic price function and its gra
dient vary from one city to another. In 
the case of several a/s, one can impose 
exclusion restrictions on the a/s that en
ter each marginal value function (Dennis 
Epple 1987) so that marginal prices vary 
independently of the variables that enter 
the marginal value function. 

In view of the problems in estimating 
marginal attribute bid functions, it is im
portant to note that an upper bound to 
the long-run benefits of an amenity im
provement can be obtained from the he
donic price function alone. Yoshitsugu 
Kanemoto (1988) has shown that the 
change in prices in the improved area 
predicted by the hedonic price function 
is an upper bound to the long-run bene
fits of an amenity improvement. Thus, 
from knowledge of the hedonic price 
function alone one can obtain (1) the ex
act value of a marginal attribute change, 
and (2) an upper bound to the long-run 
value of an attribute change. 

Wage-Amenity Studies. The analysis of 
hedonic housing markets, by focusing on 
housing market equilibrium within a 
city, implicitly ignores migration among 
cities. If one takes a long-run view and 
assumes that workers can move freely 
from one city to another, then data on 

compensating wage differentials across 
cities can be used to infer the value of 
environmental amenities (Glenn Blom
quist, Mark Berger, and John Hoehn 
1988; Maureen Cropper and Amalia Arri
aga-Salinas 1980; V. Kerry Smith 1983). 
Intuitively, the value people attach tour
ban amenities should be reflected in the 
higher wages they require to live in less 
desirable cities. 

When migration is possible, consum
ers choose the city in which they live to 
maximize utility; however, wage income, 
as well as amenities, vary from one city 
to another (S. Rosen 1979; Jennifer Ro
back 1982). 42 Household equilibrium re
quires that utility be identical in all cities. 

The fact that consumers in all cities 
must enjoy the same level of utility im
plies that wages and land rents must ad
just to compensate for amenity differ
ences. The marginal value of an amenity 
change to a consumer is thus the sum 
of the partial derivatives of an hedonio 
wage function and an hedonic property 
value function (Roback 1982). 

Hedonio Labor Markets. The fact that 
risk of death is a job attribute traded in 
hedonic labor markets has provided 
economists with an alternative to the 
averting behavior approach as a means 
of valuing mortality risk (Thaler and S. 
Rosen 1976). The theory behind this ap
proach is simple: other things equal, 
workers in riskier jobs must be compen
sated with higher wages for bearing this 
risk. As in the case of hedonic housing 
markets, the worker chooses his job by 
equating the marginal cost of working in 
a less risky job-the derivative of the he
donic price function-to tbe marginal 
benefit, the value (in dollars) of the re
sulting increase in life expectancy. 

There are three problems in using the 
compensating wage approach. One is 

◄2. In most models wages, lot size, and amenities 
vary nmong, but not within, cities. 
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that compensating wage differentials ex
ist only if workers are informed of job 
risks. Thus, the absence of compensating 
differentials n eed not mean that workers 
do not value reducing the risk of death. 
A second problem is that compensating 
differentials appear to exist only in union
ized. industries (William Dickens 1984; 
Douglas Gegax, Gerking, and Schulze 
1985). This suggests that the wage differ
ential approach may provide estimates 
of the value of a t:isk reduction only for 
certain segments of the population. This 
problem is compounded b y the fact that 
the least risk averse individuals work in 
risky jobs. Third, if workers have Qiased 
estimates ·of job risks, or if the objective 
measures of job risk used in most wage 
studies over- or understate workers' risk 
perceptions, market wage premia will 
yield biased estimates of the value of a 
risk reduction. 

The Hedonic Travel Cost Approach. Yet 
another area in which the hedonic ap
proach has been applied is in valuing the 
attributes of recreation sites (G. Brown 
and Mendelsohn 1984). In valuing sites, 
the analog to the hedonic price function 
is obtained by regressing the cost of trav
elling to a recreation site on tJ1e attri
butes of the site, such as expected fish 
catch, clarity of water, and water color. 
However, because this relationship is not 
the result ofmarket forces, there is noth
ing to guatantee that the marginal cost 
of an attribute is positive. More desirable 
sites may be located closer to population 
centers rather than farther away from 
them. 43 In this case, the individual's 
choice of site will not be described by 
(13}, and care m ust be taken when infer
ring values from marginal attribute costs 
f:'/. Kerry Smith, Palmquist , and Paul Ja
kus 1990). 

43 The problem may be reuuced by using only sites 
actually visited from a giveri origin in estimating the 
hedonic travel cost function, 

C . . The Contingent Valuation Method 

While the indirect market ap
proaches we have described above can 
be used to value many of the benefits 
of pollution reduction, there are impoi:-
tant cases in which they cannot be used. 
When no appropriate averting or mitigat
ing behavior exists, indirect methods 
cannot be used to estilllate the morbidlty 
benefits of reducing air pollution. ltecre
ation benefits may be difficult to measure 
since there may not be enough variation 
in environmental quality across sites in 
a region to estimate the value of water 
qµality using the travel cost approach. 

There is, in addition, an entire cate 
gory of bene.fits-nonuse values-which 
cannot even in principle be measu·red by 
indirect market methods. Nonuse values 
refer to the benefits received from know
ing that a good exists, even though the 
individual may neyer experience the 
.good directly. Examples include preserv
ing an endangered species or improving 
visibility at the Grand Canyon for per
sons who never plan to visit the Grand 
Canyon. 

This suggests that direct questioning 
can play a role in valuing the benefits 
of pollution control. Typically, direct 
questioning or cQntingent valuation stud
ies ask respondents to value an output, 
such as a day spent hunting or fishing, 
rather than a change in pollution concen
trations per se. Exa:mples of commodities 
that have been valued using the contin
gent valu.ation method (CVM) incl.ude 
improvements in water quality to the 
point where the water is fishable or 
swimmable (Richard Carson and Robert 
Mitchell 1988), improvem·ents in visibil
ity resulting from decreased air pollution 
(Alan Randall, Berry Ives, and Clyde 
Eastman 1974; Schulze and David Brook
shire 1983; Decision Focus 1990), the 
value of preserving endangered species 
Games Bowker and Jol:m Stoll 1988; 
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Kevin Boyle and Richard Bishop 1987), 
and days free of respiratory symptoms 
(George Tolley et al. 1986b; Dickie et 
al. 1987). 

Any contingent valuation study must 
incorporate (1) a description of the com
modity to be valued; (2) a method by 
which payment is to be made; and (3) a 
method of eliciting values. In studies that 
value recreation-relat~d goods, hypoth
etical payment may take the form of a 
user fee or an increase in truces; in the 
case of improved visibility, a charge on 
one's utility bill, since power plant pollu
tion can contribute to air quality degrada
tion. To determine the maximum a per
son is wiliing to pay for an improvement 
in environmental quality, the inter
viewer may simply ask what this amount 
is {an open-ended survey), or he may ask 
whether or not the respondent is willing 
to pay a stated amount (a closed-ended 
survey). The yes/no .answer does not 
yield an estimate of each respondent's 
willingness to pay; however, the fraction 
of respondents willing to pay at least the 
stated amount gives a point on the cumu
lative distribution function of willingness 
to pay for the commodity (Trudy Cam
eron and Michelle James 1987). 

There seems to be general agreement 
that closed-ende.d questions are easier for 
respondents to answer and therefore 
yield more reliable information than 
open-ended questions, especially when 
the commodity valued is not traded in 
conventional markets. Asking an open
ended question about a good that respon
dents have never. been asked to value, 
such as improved visibility, often yields 
a distribution of responses that has a large 
number of zero values and a few very 
large ones. This may reflect the fact that 
respondents have nothing to which to an
chor their responses, and are unwilling 
to go through the reasoning necessary 
to discover the value they place on the 
good. Answering a yes/no question is, by 

contrast, a much easier task, and one that 
parallels decisions made when purchas
ing goods sold in conventional markets. 

It must be acknowledged that, despite 
advances made in contingent valuation 
methodology during the last 15 year~, 
many remain skeptical of the method. 
Perhaps the most serious criticism is that 
responses to contingent valuation ques
tions are hypothetical-they represent 
professed, rather than actual, willingness 
to pay. This issue has been investigated 
in at least a dozen studies that compare 
responses to contingent valuation ques
tions with actual payments for th~ same 
commodity. 

How close hypothetical values are to 
actual ones depends on whether the com
modity is a public or private good, on 
the elicitation technique used, and on 
whether it is willingness to pay (WTP) 
for the good or willingness to accept com
pensation (WTA) that is elicited. Most 
experiments comparing hypotheti.cal and 
actual WTP for a private good (straw
berries or hunting permits) have found 
no statistically significant difference be
tween mean values of hypothetical and 
actual willingness to pay (Dickie, Ann 
Fisher, and Gerking 1987; Bishop and 
Thomas Heberlein 1979; Bishop, Heber
lein, and Mary Jo Kealy 1983). Such is 
not the case when hypothetical and actual 
WTA are compared. In three experi
ments involving willingness to accept 
compensation for hunting permits, 
Bishop and Heberlein (1979) and Bishop, 
Heberlein, and Kealy (1983) found that 
actual WTA was statistically significantly 
lower than hypothetical WTA in two out 
of three cases. Hypothetical and actual 
WTP have also been found to differ when 
the commodity valued is a public good 
(Kealy-, Jack Dovidio, and Mark L. 
Rocke} 1987). 

Other criticisms of the CVM have fo
cused on: (1) the possibility that individu
als may behave strategically in answering 
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questions-either overstating WTP if this 
increases the likelihood that an improve
ment is made, or understating WTP if it 
reduces their share of the cost (the free
rider problem); (2) the fact that individu
als may not be sufficiently familiar with 
the commodity to have a well-defined 
value for it; and (3) the fact that WTP 
for a commodity is often an order of mag
nitude less than willingness to accept 
(WTA) compensation for the loss of-the 
commodity. 

The possibility that respondents be
have strategically has been tested in 
laboratory experiments by examining 
whether announced WTP for a public 
good varies with the method used to fi
nance the public good. Studies by Bohm 
(1972), Bruce Scherr and Emerson Babb 
(1975), and Vernon Smith (1977, 1979) 
suggest that strategic behavior is not a 
problem, possibly because of the effort 
that effective strategic behavior requires. 

If the commodity to be valued is not 
well understood, contingent valuation re
sponses are likely to be unreliable: re
sponses tend to exhibit wide variation, 
and respondents may even prefer less of 
a good to morel One interpretation of 
this resuit is that people really do not 
have values for the commodity in ques
tion-they are created by the researcher 
in the course of the survey (Thomas 
Brown and Paul Slavic 1988). This is a 
serious criticism: Do people really know 
e·nough about groundwater coritamina
tion or biodiversity to place a value on 
either good? 

Fortunately, it is possible to defend 
against this criticism by seeing how re
sponses vary with the amount of informa
tion that is provided about the commod
ity being valued, If values are well 
defined, they should not, on average, 
v:a1y with small changes in the amount 
of information. 

One of the most striking and challeng
jng findings emerging from this work is 

that willingness to pay for an environ
mental improvement is usually many 
times lower than willingness to accept 
compensation to forego the same im
provement (Judd Hammack and G. 
Brown 1974; Bishop and Heberlein 1979; 
Robert Rowe, cl' Arge, and .Brookshire 
19801 Jack Knetsch and J. A. Sinden 
1984). This is sometimes interpreted as 
evidence that the method of eliciting re
sponses is unsatisfactory; however, as we 
noted above, there is no reason why 
WTA for a quality (public good) decrease 
should. not exceed WTP for an increase 
of the same magnitude, provided that 
there are few substitutes for the public 
good. 41 An alternative explanation for the 
WTAIWTP discrepancy that has been of
fered by some economists (Donald Cour
sey, John Hovis, and Schulze 1987; 
.Brookshire and Coursey 1987) is that in
dividuals are simply not as familiar with 
the sale of an item as with its purchase. 
These authors find that, in experiments 
where individuals were allowed to sub
mit bids or offers for the same commod
ity, WTA approached WTP after several 
rounds of transactions. 45 

D. Applications of Valuation Techniques 

Having described the main tech
niques used to value environmental 
amenities, we now wish to give. the 
reader a feel for the. way in which these 

41 The eKplanation of the discrepancy between 
WTA and WTP offered by psychologists-that mone
ta1y losses from some reference point are valued 
more highly than monetary gains (Daniel Kahneman 
and Amos Tversky 1979}-also suggests that this dis
parify has n-othing to do witb Oaws j n the contingent 
valuation method. · 

45 None of these etplanations, however, seems to 
acco11nt for results obtained by Kahnem·an, Knetsch, 
and Thaler (1990). They find that, even for common 
items such as coffee· mugs and ballpoint pens, sellers 
have reservation prices that·are higher, much higher 
on average, than buyers· bid prices. This disparity 
does not i:lisappear after several rounds of trading. 
The initial distribution of property rights (the "'en
dowme·nt effect'') may, therefore, matter, even for 
goods with many sub,titules. 

This conll)nt downloaded from 142.J.03.160.110 on Mon, 17 Dec 2018 16:26:16 UTC 
All use subject to https://about.jstor.org/tcnns 



712 Journal of Economic Literature, Vol. XXX (Tune 1992) 

TABLE l 
TOTAi. ANNUALIZED ENVIRONMENTAL. COMPLIANCE CoSTS, BY MEDIUM, 1990 

(Millions of 1986 dollars) 

Medium Costs Major Statutu 
Air and Radiation, Total 28,029 

Air 27,588 Clean Air Act (CAA) 
Radiation 441 Radon Pollution Control Act 

Water, Total 42,410 
Wate r Quality 38,823 Clean Water Act {CWA) 
Drinking Water 3,587 Safe Drinking Water Act 

Land, Total 26,547 
RCRA 24,842 Resource Conservation and 

Recovery Act (RCRA) 
Superfund 1,704 Comprehensive Environmental 

Response, Compensation and 
Liability Act (CERCLA) 

Chemicals, Total l,579 
Toxic Substances 600 Todc Substances Control 

Act (I'SCA) 
Pesticides 979 Federal Insecticide, Fungicide 

and Rodenticide.Act (FIFRA) 

Total Costs 100,167 

Note: These represent .the costs of complying with all federal pollution control laws, assuming full implementation 
of the law (USEPA 1990). 

techniques have been used to value the 
benents of pollution control. We shall be
gin with an overview of the types of bene
fits associated with the major pieces of 
environmental legislation. We then turn 
to a description and assessment of actual 
benefit estimation. 

Table 1 lists the major pieces of envi
ronmental legislation in the U.S. and the 
estimated costs of complying with each 
statute in 1990. With the exception of 
the Clean W ater Act, the primary goal 
of U.S. environmental. legislation is to 
protect the health of the population. 
According to the Clean Air Act, ambi
ent standards for the criteria air pollu
tants are to be set to protect the health 
of the most sensitive persons in the 
population. 46 The goal of the Safe Drink-

~6-The criteria air pollu tants are particulate matter , 
sulfur oxides, nitrogen oxides, carbon m onoxide, 
lead, and ozone. 

ing Water Act is, similarly, to provide 
a margin of safety in protecting the 
country's drinking water supplies from 
toxic substances, while the goal of 
the Federal Insecticide, Fungicide, and 
Rodenticide Act (FIFRA) is to prevent 
adverse effects to human health and to 
the environment from the use of pesti
cides. 

Each of the statutes in Table l also 
results in certain nonhealth benefits. The 
Clean Air Act provides important aes
thetic benefits in the form of increased 
visibility, and the 1990 Amendments to 
the Act, designed to reduce acid -rain, 
may yield ecological and water quality 
benefits. The Clean Water Act- whose 
goal is to make all navigable water bodies 
fishable and swimmable-yields recre
ational and ecological benefits. Both Acts 
yield benefits to firms in agriculture, for
estry, and commercial fishing. FIFRA, 
the primary law governing pesticide us-
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age, is designed to protect animal ns weU 
as human health. 

In addition to the pollution problem 
addressed by the major environmental 
statutes, there is increasing concern 
about the effects of emissions of green
house gases, including carbon dioxide , 
chlorofluorocarbons (CFCs) and meth
ane. Studies suggest that emissions of 
these gases may contribute to increases 
in mean temperature, especially ip the 
Northern Hemisphere, changes in pre
cipitation, and sea level rises that could 
average 65 cm by the end of the next 
century. The main effects of these 
changes are likely to be felt in agricul
ture, in anhneJ habitat, and in human 
comfort. 

In light of the preceding discussion; 
we review empirical work for four catego
ries of nonmarket benefits: health, recre
ation, visibility, and ecological benefits. 
We also discuss the benefits of pollution 
control to agriculture. 

l. The Health Bene.fits of Pollution 
Control. The statutes listed in Table l 
contribute to improved human health in 
several ways. By reducing exposure to 
carcinogens- in the air, in drinking wa
ter, and in food-environmental legisla
tion reduces the probability of death at 
the end of a latency period-the time 
that it talces for cancerous cells to de
velop. Mortality benefits are also associ
ated with control of noncarcinogenic air 
pollutants, which reduces mortality espe
cially among sensitive persons in the pop
ulation, e.g., angina sufferers or persons 
with chronic obstructive lung disease. 
Lessening children's exposure to lead in 
·gasoline or drinking water avoids learn
ing disabilities and other neurological 
problems associated with lead poisoning. 
Finally, controlling air I,)Ollution reduces 
illness-ranging from minor respiratory 
symptoms associated w.ith smog (runny 
nose, itchy eyes) to more serious respira
tory infections, such as pneumonia and 
influenza. Water borne disease (e.g. , 

giardiasis) may also cause acute illness. 
Reductions in risk of death have been 

valued using three methods: averting be
havior, hedonic analysis, and contingent 
valuation. The most common approach 
to valuing cl1anges in risk of death due 
to environmental causes is hedonic wage 
studies. The results of these studies are 
typically expressed in terms of the value 
per "statistical life" saved. If reducing ex
posure to some substance reduces cur
rent probability of death by 10- 5 for each 
of 200,000 persons in a population, it 
will save two statistical lives (10- 5 x 
200,000). If each person is willing to pay 
$20 for the 10- 5 ri.sk reduction, then the 
value of a statistical life is the sum of 
these willingnesses to pay ($20 x 
200,000), divided by the number of sta
tistical lives saved, or $2,000,000. 

Recent compensating wage studies 
(Ann Fisher, Daniel Violette, and Lau
raine Chestnut 1989) generate mean esti
mates of the value of a statistical life that 
fall within an order of magnitude of one 
another: $1. 6 million to $9 million 
($1986), with most studies yielding.mean 
estimates between $1.6 million and $4.0 
million. Contingent valuation studies 
that value reductions in job-related risk 
of death (Gerking, Menno D eH aan, and 
Schulze 1988) or reductions "in risk of auto 
death (Jones-Lee, M. Hammerton, and 
P. R Philips 1985) fall in the same range. 

Averting behavior studies-based on 
seat belt use (Blomquist 1979) .or the use 
of smoke detectors (Racl1el Dardis 
1980)-yield estimates of the value of a 
statistical life that are an order of magni
tude lower than the studies cited above. 
These studies, however, estimate the 
value of a risk reduction for the person 
who just finds it worthwhile to undertake 
the averting activity. This is because 
buckling a seat belt or purchasing a 
smoke detector are 0-1 activities. They 
are undertalcen provided that their mar
ginal benefit equals or exceeds their ma:r
ginal cost, with equality of marginal ben-
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efit and marginal cost holding only for 
the marginal purchaser. If 80 percent of 
all persons use smoke detectors, the 
value of the risk reduction to the mar
ginal purchaser may be considerably 
lower than the mean value. 

There are, however, other problems 
in using the indirect market approaches 
we have reviewed here to value changes 
in environmental risks. One problem is 
that the risks valued in labor market and 
averting behavior studies are more vol
untary· than many environmental risks. 
Work by Slovic; Baruch Fischhoff, and 
Sarah Lichtenstein (1980, 1982) suggests 
that willingness to pay estimates ob
tained in one context may not be transfer
able to the other. Second, death due to 
an industrial accident is often instanta
neous, whereas death resulting from en
vironmental contaminants may come 
from cancer and involve a long latency 
period. Deaths due to cancer thus occur 
in the future and cause fewer years of 
life to be lost than deaths in industrial 
accidents. At the same time, however, 
cancer is one of the most feared causes 
of death. 

In a study designed to value reductions 
in chemical contaminants (trihalometh
anes) in drinking water, Mitchell and 
Carson (1986) found that the former ef
fect seems to be important: the value of 
a statistical life associated with a reduc
tion in risk of death 30 years hence was 
only $181,000 ($1986). This is lower than 
the value of a statistical life associated 
with current risk of death for two reasons: 
(1) the number of expected life years lost 
is smaller if the risk occurs 20 years 
hence, and (2) the individual may dis
count the value of future life years lost 
(Cropper and Frances Sussman 1990; 
Cropper and Paul Portney 199.0). 

In spite of these difficulties, valuing 
mortality risks is an area in which econo
mists have made important contribu
tions. The notion that, ex ante, individu
als are willing to spend only a certain 

amount to reduce risks t0 life makes pos
sible rational debate and analysis in the 
policy arena over tradeolfs in risk reduc
tion. Moreover, estimates of the value 
of a statistical life are in sufficiently close 
agreement to permit their use in actual 
benefit-cost calculations (subject, per
haps, to some sensitivity analysis). 

The valuation of morbidity has been 
less successful. Estimates of the value of 
reductions in respiratory symptoms come 
from two source.s: averting behavior stud
ies and contingent valuation studies. The 
averting behavior approach has been 
used to value illnesses associated with 
both water and air pollution. It has been 
more successful in the case of water pol
lution because an averting behavior ex
ists (bµying bottled water) that is closely 
linked to water pollution (Abdalla 1990; 
Harrington, Krupnick, and Walter Spof
ford 1989). By contrast, the averting be
haviors used to value air pollution-run
ning an air-conditioner in one's home or 
car-are in most cases not undertaken 
primarily because of pollution. The use 
of doctor visits (purpose unspecified) to 
mitigate the effects of air pollution suffers 
from a similar shortcoming. 

Contingent valuation studies of respi
ratory symptoms (coughing, wheezing, 
sinus congestion) have encountered -two 
p roblems. The first concer.ps what is to 
be valued. Ideally, one would like to 
value a change in air pollution which, 
after defensive behavior is undertaken, 
might cause a change In the level of 
the symptom experienced. The individ
ual's willingness to pay for the pollution 
change includes the value of the change 
in illness after mitigating behavior is un
dertaken, plus the cost of the mitigating 
behavior. This suggests that a symptom 
day be valued after mitigating actions 
have been taken. A second problem is 
that the respondent must be encouraged 
to consider carefully his budget con
straint. Failure to _handle these problem~ 
has led to unbelievably high average 
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values of a symptom day. In more careful 
studies, mean willingness to pay to elimi
nate one day of coughing range from 
$1,39 ($1984) (Dickie et al. 1987) to 
$42.00 ($1984) (Edna Loehmann et al. 
1979); for a day of sinus congestion $1. 88 
(Dickie et al. ) to $52.00 (Loehmanri et 
al.). 

An alternative approach to valuing 
morbidity is to use the cost of illness
the cost of medical treatment plus lost 
earnings-which, as Harrington and 
Portney (1976) have shown, is a lower 
bound to willingness to pay for the 
change in illness. Mean willingness to 
pay for symptom reduction is usually 
three to four times higher than the tradi
tional cost of illness. Berger et al. (1987) · 
report a mean WTP of $27 to eliminate 
a day of sinus congestion, compared with 
an averge cost of illness of $7. The corre
sponding figures for throat congestion are 
$44 and $14. 

Studies of willingness to pay to reduce 
the risk of chronic disease are few (W. 
Kip Viscusi, Magat, and Joel Huber 
1988, is a notable exception), and cost 
of illness estimates are more prevalent 
in valuing chronic illness (Ann Bartel and 
Paul Taubman 1979; Barbara Cooper and 
Dorothy Rice 1976). Viscusi, Magat, and 
Huber estimate the value. of a statistical 
case of chronic bronchitis to be $883,000, 
approximately one-third of the value of 
a statistical life. This may be contrasted 
with cost of illness estimates of $200,000 
per case of chronic lung disease (Cropper 
and Krupnick 1989). 

As the preceding, discussion indicates, 
mote work is needl:id in the area of both 
morbidity and mor tality valuation. Be
cause of the difficulty in finding activities 
that mitigate the effects of air pollution, 
contingent valuation studies would seem 
to be a more promising approach to valu
ing morbidity. If new studies are done, 
they lihould value combinations of symp
toms rather than individual symptoms, 
since pollution exposures often trigger 

multiple symptoms, and since the value 
of jointly reducing several symptoms is 
generally less than the sum of the values 
of individual symptom red4ctions. In the 
case of mortality risks, more refined esti
mates are needed that take into account 
the timing of the risk. the degree of 
voluntariness, and the cause of death. 
The timing issue is especially crucial 
here: tl1e benefits of environmental pro
gnµns to reduce exposure to carcinogens, 
such as asbestos, are not realized until 
the end of a latency period,-perhaps 40 
years in the case of asbestos. Since the 
exposed population is 40 years older, 
fewer life-years are saved, compared 
with programs that save lives immedi
ately. 47 

2. The Recreation Benefits of Pollution 
Control. Reductions in water pollution 
may enhance the quality of.recreation ex
periences by allowing (or improving) 
swimming, boating, or fishing. Most 
studies of the recreation benefits of water 
pollution control have focused on fishing
related benefits, and it is on the.m that 
we concentrate our attention. 

Travel cost studies have taken one of 
three approaches to valuing the fishing 
benefits of improved water quality. In 
some studies (V. Kerry Smith and Des
vousges 1986a), measures of water qual
ity such as dissolved oxygen are valued 
directly. That is, water quality variables 
directly enter equatlons that describe the 
choice of recreation site or demand func
tions fo.r site visits. 48 Thi~ · approach is 
clearly useful if one wishes to link the 
valuation study to pollution control poli-

~
7 While some studies have attempted to take the 

latency p eriod and number of life-years saved into 
account Oosephine Mauskopf l987), this is not the 
general practice (Cropper and Portney 1990). 

48 This approach is also used when the recreation 
ac;,tivity $tudied is swimming or viewing, activities 
where perceptions of water quality are likely to be 
linked to W'Jter c la rity and odor. It has•, for eltample, 
been applied in studies of beach visits in Boston 
(Bockstael. Hanemann. and Kling 1987) and lake vis
its in Wisconsin (Ceorge Parsons ai1d Kealy 1990). 
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cies, such as policies to reduce biochemi
cal oxygen demand (BOD), a measure 
of the oxygen required to neutralize or
ganic waste. A second approach is to re
late site visits (or choice of site) to fish 
catch. Fish catch is clearly more closely 
associated with motives for visiting a site 
than is dissolved oxygen; however, it 
must be linked to changes in the fish pop
ulation, which must, in turn, be linked 
to changes in ambient water quality. 

A third approach is to trell,t changes 
in water quality as effectively eliminating 
or creating recreation sites. This ap
proach has been used in valuing the ef
fects of acid rain on fishing in Adirondack 
lakes: reductions in pH below certain 
thresholds have been treated as eliminat
ing acres of surf~ce area for fishing of 
particular species (John Mullen and 
Frederic Menz 1985). It is ah.o the ap
proach used by Vaughan and Ru.ssell 
(1982) in valuing the benefits of the Clean 
Water Act. They treat the benefits of 
moving all point sources to the Best Prac
tical Control TechnologY. Currently 
Available (BPT) as an increase in the 
number of acres of surface water that sup
port game fish (bass, trout) as opposed 
to rough fish (carp, catfish). The Clean 
Water Act is thus viewed as increasing 
the number of recreation sites, rather 
than raising fish catch at existing sites. 

Regardless of the form of water recre
ation valued, an improvement in water 
quality has two effects: it increases the 
utility of people who currently use the 
resource, and it may increase participa
tion rates (number of days spent fishing). 
Varying parameter models that value 
changes in water quality or fish catch us
ing the shift in demand for site visits {see 
Figure 2) capture both effects. Discrete 
choice models measure the effect of a 
quality improvement on a given recre
ati.on day, but do not estimate the effect 
of quality changes on the total number 
of days spent fishing; however, these 

models are typically used in conjunction 
with models that predict the total num
ber of trips. Treating changes in water 
quality as altering the supply of available 
sites captures participation effects but not 
improvements in quality at existing sites. 

In addition to travel cost models, con
tingent valuation studies have been used 
to value improvements in fish catch or 
water quality. Because it is difficult to 
ask consumers to value changes in dis
solved oxygen levels or fecal coliform 
count-another measure of water qual
ity-without linking these water quality 
measures to the type of activities they 
support, many CVM studies use the RFF 
Water Quality Ladder (Vaughan and 
Russell 1982), which relates a water qual
ity index to the type of water use-boat
ing, fishing (rough fish), fishing (game 
fish), swimming-that can be supported 
by various levels of the index. It is these 
activity levels that are valued by respon
dents. The water quality ladder has been 
used both to value water quality at spe
cific sites (e.g., the Monongahela River, 
QY V. Kerry Smith and Desvousges 
1986a) and at all sites throughout the 
country (Carson and Mitchell 1988). 

It is interesting to compare estimates 
of the value of water quality improve
ments obtained by the travel cost and 
contingent valuatiol) approaches. Carson 
and Mitchell (1988). report that house
holds are, on average, willing to pay $80 
per year (in 1983 dollars) for an improye
ment in water quality throughout the 
U.S. from boatable to fishable (capable 
of supporting game fish). V. Kerry Smith 
and Desvousges (1986a) report a mean 
value of $25 per household for the same 
improvement in a five-county region in 
western Pennsylvania. The difference be
tween these estimates reflects the fact 
that non-use values are important: house
holds care about clean water in. areas 
where they do not live. Even the $25 
estimate for western Pennsylvania re-
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fleets non use values, since only one-third 
of the househofds surveyed e11gaged in 
some form of water based recreation. 

Because they do not capture nonus.e 
values, travel cost estimates of the value 
of improving water quality are not di
rectly comparable with those obtained 
using the CVM,. Using a varying parame
ter model, V. Kerry Smith and Desvous
ges (1986a) find the value of an improve
ment in water .quality from boatable to 
fishable to be between $0.06 and $30.00 
per person per day ($1983) for 30 Army 
Corps of Engineers sites. This value may 
be contrasted with. estimates of $5 to $10 
per person per day ($1983) obtained by 
Vaughan and Russell. 

The preceding discussion suggests two 
problems that arise in valuing water qual
ity benefits that do not arise in valuing 
health effects. The first is an aggregation 
problem. Suppose that one wishes to 
value the benefits of water quality im
provements in a river basin, and suppose 
that the travel cost approach is used to 
measure use values associated with an 
improvement in dissolved oxygen or fish 
catch. The nom.ise values associated with 
these improvements could be measured 
using a contingent valuation study. How
ever, while the responses of nonusers 
could be added to values obtained from 
the travel cost approach, it would, in 
practice, be hard to separate use from 
nonuse values in the responses of fisher
men. 

The second problem is one of transfer
ring results from a water quality study 
done in one geographic area to another 
area. While one can easily control for dif
ferences in willingness to pay in the two 
regions associated with differences in in
come and population, the value of water 
quality improvements is also likely to 
vary with the particula,r aesthetic and 
o,ther characteristics of the region-and 
such characteristics are intrinsically hard 
to measure. Thus, whereas one can value 

a day of coughing independently of loca
tion, it is harder to value a generic fishing 
day. 

This raises important questions con
cerning priorities for researc)l in the area 
of recreation benefits.49 Future research 
Can proceed using a contingent valuation 
approach in which use and nonuse values 
are elicited simultaneously for sites in the 
respondent's region. The problem here 
is to have the respondent value an im
provement to recreation that is suffi
ciently specific that it can be related to 
changes in pH levels. from acid rain or 
changes in levels of dissolved oxygen as
sociated with the adoption of BPT. The 
advantage of this approach is that it 
would capture both use and nonuse val
ues. The advantage of the travel cost ap
proach is that it could use endpoints 
more closely related to pollution (such 
as dissolved oxygen); however, it would 
not yield estimates of nonuse values. 

3. The Visibility Benefits of Pollution 
Control. Reductions in air pollution, by 
increasing visibility, may improve the 
quality of life in urban areas as well as 
at recreation sites. Since the number of 
persons affected by improvements in visi
bility is large-at least as great as the 
number of persons whose health is af
fected by air pollution- the potential 
value of such benefits is great. 

One can view the results of hedonic 
property value studies performed in the 
1970s and early 1980s as evidence that 
people value the visibility benefits of pol
lution control. In these studies housing 
prices were regressed on measures ofam
bient air quality such as particulates o.r 
sulfates, which are negatively correlated 

40 It should be emphasized that, while there exist 
several dozen studies of water quality benefits in 11 
recreation context, many .studies analyze the same 
data. Thus, e mpirical estimates of water quality be_ne
/lts exist for only a few areas of the country-lakes 
in Wisconsin and the Adirondacks, beaches jn Boston 
and on the Ch!l~apeake Bay, recreation sites in west
ern Pennsylvania. 
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with visibility. The studies, most of 
which found significant negative effects 
of air pollution on housing prices, thus 
provide indirect evidence that people are 
willing to pay for improved visibility. 50 

For example , John Trijonis et al. (1984) 
estimated based on differences in hous
ing prices that households in San Fran
cisco were willing, on average, to pay 
$200 per year for a 10 percent improve
ment in visibility. 

The difficulty in using these studies to 
estimate benefits, however, is that the 
coefficient of air pollution (or visibility) 
captures all reasons why households may 
prefer to live in nonpolluted areas-in
cluding both improved health and re 
duced soiling. Indeed, the reason why 
property value studies have become less 
popular as a method of valuing the bene
fits of po1Jution control is that it is difficult 
to know what the pollution coefficient 
captures and, therefore, difficult to ag
gregate benefit estimates obtained from 
these studies with those obtained from 
other approaches. Such aggregation is 
necessary because residential property 
value studies capture benefits only at 
home and not at the other locations the 
household frequents. 

For these reasons contingent valuation 
seems the most promising method for 
valuing visibility. Because visibility ben
efits vary regionally, CVM studies can 
most usefully be classi£ed according to 
whether they measure urban visibility 
benefits or benefits at recreation sites, 
and according to whether the locations 
studied are in the Eastern or in the West
ern United States. The former distinction 
is important because visibility benefits 
at recrea.tion sites-especially national 
parks- are likely to have a sµbstantial 
nonuse component; consequently, the 
relevant population for which benefits 

50 Freeman (1979a) provides an excellent summary 
of early studies. 

are computed may be considerably larger 
than for urban visibility benefits. The 
East/West distinction is important both 
because of differences in baseline visibil
ity and because of qualitative differences 
in the. nature of visibility impairments, 
e.g. , haze versus brown cloud. 

There are two key problems in any 
contingent valuation study of visibility. 
One is presenting changes in visibility 
that are both meaningful to the respon
dent and that can be related to pollution 
control policies. The other is separating 
the respondent's valuation of health ef
fects from his valuation of visibility 
changes. 

Most CVM studies define increased 
visibility as an improvement in visual 
range-the distance at which a large, 
black object disappears from view. Visual 
range is both correlated with people's 
perceptions of visibility and with ambient 
concentrations of certain pollutants (fine 
nitrate and sulfate aerosols). Differences 
in visual range are presented in a series 
of pictures in which all other c;ondi
tions-weather, brightness, the objects 
photographed-are, ideally, kept con
stant. 

It has long been recognized (Brook
shire et al. 1979) that, in responding to 
such piclures, people assume that the 
health effects of pollution diminish as 
visibility improves. Health effects are 
therefore inherently difficult to separate 
from visibility changes. The best way to 
handle this problem is to ask respondents 
whi3.t they assume health effects to be 
and then to control for these effects. 

Unfortunately, existing CVM studies 
of visibility benefits-especially those for 
urban areas-have failed to treat the is
sues raised above in a satisfactory man
ner. With this limitation in mind, it is 
nonetheless of interest to .contrast the 
magnitude of benefits associated with im
provements in urban air quality with esti
mates obtained from hedonic property· 
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value studies. Studies of visibility im
provements in eastern U.S. cities (Tolley 
et al. 1986a; Douglas.Rae 1984) have esti
mated that households would pay ap
proximately $26 annually for a 10 percent 
improvement in visibility. 5 1 Loehmann 
Boldt, D. , and Chaikin, K. (1981) reports 
an annual average willingness to pay per 
household of $101 for a 10 percent im
provement in visibility in San Francisco. 
Both figures are considerably lower than 
estimates implied by property value 
studies. 

Studies in recreation areas have fo
cused on major national parks, including 
the Grand Canyon (Decision Focus 1990; 
Schulze and Brookshire 1983), because 
of the possibility of large nonuse values 
attached to visibility benefits at these 
sites. Two conclusions emerge from 
these studies. First, nonuse values ap
pear to be large relative to use values. 
Use values .associated with an improve
ment in visibility at the Grand Canyon 
from 70 to 100 miles are under $2. 00 
per visitor party per day ($1988) (Schulze 
and Brookshire 1983; K. K. MacFarland 
et al. 1983). By contrast, Schulze and 
Brookshire found that a random sample 
of households· were willing to pay $95 
per year ($1988) to prevent a deteriora
tion in visibility at the Grand Canyon 
from the 50th percentile to the 25th per
centile. 

Second, the embedding, or superaddi
tivity, problem is potentially quite seri
ous, This refers to the fact that, in gen
eral, an individual's willingness to pay 
for simultaneous improvements in visi
bility at several sites should be less than 
the sum of his willingness to pay for iso
lated improvements at each site (Hoehn 
and Randall 1989). Ir) a follow-up study 
to Schulze and Brookshire (1983), Tolley 

~1 Tliis figure, reported by Chestnut and Rowe 
(1989), is an average of mean willingness to pay for 
each city surveyed by Tolley and Rae, based on 
Chestnut and Rowe's reanalysis of the dnta, 

et al. (1986a) found respondents were 
willing to pay only $22 annually for the 
same visibility improvement at. the 
Grand Canyon when this was valued at 
the same time as visibility improvements 
in Chicago (the site of the interviews) 
and throughout the East coast. 

4. The Ecological Benefits of Pollution 
Control. 52 By the ecological benefits of 
pollution control, we mean reduced pol
lution of animal and plant habitats, such 
as rivc;:rs, lakes, and wetlands. Because 
the benefits ofclean water to recreational 
fisherman or larger populations of deer 
to hunters are captured in recreation 
studies, the benefits discussed in this sec
tion are the nonuse benefits associated 
with reduced pollution of ecosystems. 

It should be clear to the reader that 
valuing this category of benefits poses se
rious conceprual problems. One is defin
ing the commodity to be valued. Does 
one value reductions in pollution concen
trations, increases in animal populations, 
or some more subtle index of the health 
of an ecosystem? Two approaches can be 
taken here. The "top down" approach 
asks the respondent to value the preser
vation of an ecosystem, such as 100 acres 
of wetland (John Whitehead and Blom
quist 1991). The "bottom up" approach 
values the preservation of particular spe
cies inhabiting the wetland, such as geese 
and other birds. 

Regardless of the approach taken, sev
eral problems must be faced. One diffi
culty is defining what substitutes are as
sumed to exist, whether for a particular 
species or for a wetland (Whitehead and 
Blomquist 1991). Presumably the value 

52 Outside environmental economics, there is a 
considerable literature in environmental ethics that 
explores the issue of nonhuman lights anc! !heir pol
icy implications. From this perspective, the econo
mist's behellt-cost calculation with its wholly anthro
pocentric orientation is on excessively narrow and 
illegitimate framework for analysis. Kneese and 
Schulze (1985) provide an excellent treatment of this 
set of issues. 
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placed on the preservation of 10,000 
geese depends on the size of the goose 
population. A related p roblem arises 
when programs are valued one at a time; 
in general, the value attached to preserv
ing several species at the same time is 
less than the sum of the values attached 
to preserving each species in isolation. 
This implies that the totality of what is 
to be preserved should be valued: one 
cannot compute this by summing the 
values attached to individual compo
nents. 

To date, most studies of endangered 
species have valued individual species in 
isolation. For example, Bowker and Stoll 
(1988) estimate that households are, on 
average, willing to pay $22 per year 
($1983) to preserve the whooping crane, 
while Boyle and Bishop (1987) find that 
non-eagle watchers are willing to spend 
$11 per year to preserve the bald eagle 
1n the state of \,Visconsin. These values 
are appropriate if one is considering a 
program to preserve either of these spe
cies in isolation; however, the values 
should not be added together if one is 
contemplating preserving both species. 

Even if one decides to value a wetland 
(of given size) and defines the nature of 
substitutes, an important question re
mains: do people really have. well-de
fined, or in the terminology of psycholo
gists, .. crystallized" values for these 
commodities? Since respondents in CVM 
studies are likely to be less familiar with 
ecological benefits than with health and 
recreation benefits, responses are likely 
to depend critically on the information 
given to respondents in the survey itself 
(Karl Samples, Jobi} Dixon, and Marcia 
Gown 1986). This problem, however, is 
widely recognized, and recent studies 
have taken pains to see how responses 
are influenced by the amount of informa
tion provided. 

5. The Agricultural Benefits of Pollu
tion Control. Although we have empha-

sized the nonmarket benefits of pollution 
control, some benefits accrue directly to 
firms, and can be measured by examining 
shifts in the supply curves for the affected 
outputs. The industries that are most 
subject to ambient air and water pollu
_tion are forestry, fishing, and agriculture. 
We focus on agriculture because it is the 
sector that is likely to experience the 
largest benefits from pollution control. 

Reductions in ozone concentrations 
and, possibly, in acid rain, shoul_d in
crease the yields of field crops such as 
soybeans, corn, and wheat. In addition, 
reductions in greenhouse gases, to the 
extent that they prevent increases in 
temperature and decreases in precipita
tion in certain areas, should also increase 
crop yields. 

In measuring the effects on agricultural 
output of changes in pollution concentra
tions or climate, two approaches can be 
taken. The damage function approach 
translates a change in environ.mental con
ditions into a yield change, assuming that 
farmers take no actions to mitigate the 
effects of the change. The yield change 
shifts the supply curve for the crop in 
question, and the corresponding changes 
in consumer and producer surpluses are 
calculated. 53 This is the predominant ap
proach used thus far to analyze the effects 
of global climate change (Sally Kane, 
John Reilly, and Tob.ey 1991). It has also 
been used in some studies of the effects 
of ozone on field crops (Richard Adams, 
Thomas Crocker, and Richard Katz 1984; 
Raymond Kopp et al. 1985; Kopp and 
Krupnick 1987). 

Th~ averting behavior approach allows 
farmers to adjust to the change in pollu
tion/climate by altering their input mix 
and/or by adjusting the number of acres 

S3 In calculating the welfare effects of a shift in 
supply, one must be careful to take into account the 
effect~ of agricultural. price supp()rt programs, which 
distort market prices. Sec Erik Lichtenberg and Da
vid Zilberman (1986). 
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planted. In some applications, a profit 
function is estimated in which the envi
ro.nmental pollutant entei:s as a parame
ter Games Mjelde et al. 1984; Philip Gar
cia et al. 1986). The value of the change 
in Q can then be computed directly from 
the profit function. If the resulting shift 
in supply is big enough to alter market 
price, the welfare effects of these price 
changes must also be computed. 

A more common approach is to solve 
for the effect of the change in pollution 
on output using a mathematical program
ming model whose coefficients have not 
been econometrically estimated (.Adams, 
Scott Hamilton, and Bruce McCarl 1986; 
Scott Hamilton, McCarl, and Adams 
1985). The effect of output changes on 
price is then computed separately. 

While benefit estimates that allow 
farmers to adjust to changes in pollution 
are clearly preferable on theoretical 
grounds to estimates that do not allow 
such adjustments, it is important to ask 
how much of a difference this is likely 
to make empirically, especially as the 
damage function approach is much easier 
to implement. For changes in tempera
ture and precipitation, damages are 
likely to be greatly over-stated if opportu
nities for mitigating behavior (e.g., u:-ri
gation) are ignored. 54 On the other .hand, 
mitigating behavior does not seem to 
make a great deal of difference in the 
case of ozone damage (Scott Hamilton, 
McCarl, and Adams .1985). 

Estimates of annual damage to field 
crops from a 25' percent increase in ozone 
are in the neighborhood of $2 billion 
($1980)-not negligible, but small rela
tive to estimates of health damages. It 
is also interesting to note that most of 

54 We base this statement on the results of the 
RFF MINK project (Norman Rosenberg et al. 1990), 
which examines damages associated with climate 
chang-speci6cally, a returp to the climate of the 
dust bowl-in Missouri, Iowa, Nebraska, and Ken
tucky, under alternate adjustment ·scenarios. 

these damages are borne by consumers. 
Producers in most cases gain from yield 
decreases due to the resulting increases 
in J?ricesl 

Kane, Reilly, and Tobey (199.1) obtain 
similar results when estimating the wel
fare elfects of global climate change on 
agriculture: reductions in the yields of 
field crops (wheat, corn, soybeans, and 
rice) in the U.S., Canada, China, and 
the USSR benefit producers worldwide 
due to increases in commodity prices. 
Consumer.s, however, lose. Thus, al
though the aggregate losses to producers 
and consumers worldwide are small 
(about one-half of one percent of world 
GDP), food-importing countries such as 
China suffer large welfare losses (equal 
to 5. 5 percent of GDP) while food export
ers such as Argentina enjoy welfare gains. 

E. Mea.suring the Costs of Pollu.tion 
Control 

Table l, which lists the costs of the 
major environmental statutes, may give 
the reader the impression that measuring 
the costs. of pollution control is a straight
forward matter. Such is not the case. 

To begin with, the costs of pollution 
control must be measured using the same 
concepts that are used to measure the 
benefits of pollution control: the change 
in consumer and producer surpluses as
sociated with the regulations and with 
any price and/or income changes that 
may result. The figures in Table 1 repre
sent, for the most part, expencHtures on 
cleaner fuels or abatement control equip
ment by firms. They do not represent 
the change in firms' profits, and thus ig
nore any adjustments firms may make 
to these expenditvres. The figures also 
ignore the price and output effects associ
ated with reducing emissions . .At the very 
least, one would want to take into ac
count .the price changes likely to result 
within a sector because of environmental 
regulations-for example? one would 
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want to measure the welfare effects of 
an increase in electricity prices resulting 
from the 10 million ton reduction in S02 

emissions by electric utilities projected 
under the 1990 Amendments to the 
Clean Air Act. 

We note that, at least in the short run, 
the effect of ignoring these a.djusbnents 
is to overstate the cost of environmental 
regulations. Abatement expenditures 
overstate the loss in firms' profits if firms 
can pass on part of their cost increase 
to consumers. Consumers in tum can 
avoid some of the welfare effects of price 
increases of "dirty" goods by substituting 
"clean" goods for "dirty" ones. 

When environmental regulations affect 
sectors, such as electricity production, 
that are important producers of interme
diate goods, it may be important to me-a
sure the impacts that environmental reg
ulations have throughout the economy. 
Computable general equilibrium mod
els, preferably those in which supply and 
demand functions have been economet
rically estimated, may be needed to mea
sure correctly the social costs of environ
mental regulation. 

Michael Hazilla and Kopp (1990) have 
used an econometrically estimated CGE 
model of the U.S. economy to compute 
the social costs of the Clean Air and 
Clean Water Acts, as implemented in 
1981. The effects of these regulations on 
firms are modeled as an upward shift in 
firms' cost functions, to which firms can 
adjust by altering their choice of inputs 
and outputs. It is interesting to contrast 
the estimates of social costs obtained 
from this approach with EPA's estimates 
of compliance costs. The EPA estimated 
the costs of complying with the Clean 
Air and Clean Water Acts in 1981 to be 
$42.5 billion (1981 dollars). Hazilla and 
Kopp estimate the costs to be $28.3 bil
lion; the lower figm:e reflects the substi
tution possibilities that the expenditure 
approach ignores. 

In the long run, however , the social 
costs of the Clean Air and Clean Water 
Acts exceed simple expenditure esti
mates because of the effects of decreases 
in income on saving and investment. In 
their analysis of the effects of environ
mental regulation on U.S. economic 
growth, Dale Jorgenson and Peter Wil
coxen (1990a) measure this effect. Using 
a CGE model of the U.S. economy, they 
estimate that mandated pollution con
trols reduced the rate of GNP growth 
by .191 percentage points per annum 
over the period 1973-85. 

V. The Costs and Benefits of 
Environmental Programs 

The value of a symptom-day or a statis
tical life is, of course, only one compo
nent in evaluating a pollution control 
strategy. To translate unit benefit values 
into the benefits of an environmental pro
gram requires three steps: (1) the emis
sions reduction associated with the pro
gram must be related to changes in 
ambient air or water quality; (2) the 
change in ambient environmental quality 
must be related to health or other 
outcomes through a dose-response func
tion; (3) the health or nonhealth out
comes must be valued. The informa
tion required for the first two tas1<s is 
considerable, especially if one wants to 
evaluate a major piece of legislation 
such as the Clean Air Act or Clean Water 
Act. 

In this section we review attempts to 
estimate the benefits and costs of envi
ronmental programs. Of central interest 
are cases in which benefit-cost analyses 
have actually been used in setting envi
ronmental standards; in addition, we dis
c:::uss instances in which such analyses 
have not been used but should be. This 
leads naturally to a discussion of priorities 
for research in the area of benefit and 
cost measurement. 
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A. The Use of Benefit-Cost Analysis in 
Setting Environmental Standards 

Executive Order 12291, signed in 
1981, requires that benefit-cost anal~ses 
be performed for all major regulatio~s 
(defined as those having annual costs 1h 

excess of$100 million). Furthermore, the 
order requires, to the extent permitted 
by law, that regulations be undertaken 
only if the benefits to society exceed the 
costs. 

One consequence of Executive Order 
12291 is the undertaking of benefit-cost 
analyses for all major environmental r~g
uJations; however, the extent to which 
benefits and c<>sts can be considered in 
making regulations is limited by the en
abling statutes. Of the major environ
mental statutes only two, the Toxic Sub
stances Control Act (TSCA) and the 
Federal Insecticide, Fungicide, and Ro
denticide Act (FIFRA) explicitly require 
that benefits and costs be weighed in set
ting standards. 55 Some standards- spe
cifically, those pertaining to new sources 
under the Clean Air Act and to the set
ting of effiuent limitations under the 
Clean Water Act-allow costs to be taken 
into account, but do not suggest that ben
efits and costs be balanced at the margin. 
In contrast, the National Ambient Air 
Quality Standards and regulations for the 
disposal of hazardous waste under RCRA 
and CERCLA are to be made without 
regard to compliance costs. 

In spite of these limitations, benefit
cost analyses have been used in EPA's 
rulemaking process since 1981. Between 
Febniary of 1981 and February of 1986, 
EPA issued 18 major rules (USEPA 
1987). including reviews of National Am
bient Air Quality Standards for three pol
lutants-nitrogen dioxide, particulate 

55 Some portions of the Clean Air Act, specillcn!ly, 
those pertaining to aircraft eml~sions, motor vehicle 
stnndnrds and fuel standards, nlso require that mar
ginal benefits nnd costs be balanced. 

matter and carbon monoxide--effiuent 
standS.:ds for water pollutants in the iron 
and steel and chemicals and plastics in
dustries, and regulations to ban lead in 
gasoline, as well as certain uses of 
asbestos. 56 ReguJatory Impact Analyses 
(RIAs) were prepared for 15 of these 
rules. 

In five of the RIAs, both benefits and 
costs were monetized; however, benefits 
could legally be compared with costs only 
in the case of lead in gasoline. In this 
case, the benefits in terms of engine 
maintenance alone were judged to ex
ceed the costs by $6. 7 billion over the 
period 1985-92, and the regulation was 
issued. In two other cases-the PM stan
dard and effiuent limitations for iron and 
steel plants-the benefits exceeded the 
costs of the proposed regulation and the 
regulation was implemented, although 
EPA denied that it weighed benefits 
against costs in reaching its decision. The 
remaining cases are more difficult to eval
uate. The clean water benefits of pro
posed efiluent guideunes for ch~micals 
and plastics manufacturers were Judged 
to exceed regulatory costs in some sec
tions of the country but not in others. 
EPA recommended that these guidelines 
be implemented. Of several alternative 
standards for emissions of particulate 
matter by sur-face coal mines, only one 
was found to yield positive net benefits, 
and these were small ($300,000). Eventu
ally, no regulation was issued by EPA. 

The preceding review suggests that 
benefit-cost analysis has not entirely 
been ignored in setting environme?tal 
standards, but its use has been selective. 
In part, this is the result of law-~PA 
was allowed to weigh benefits agamst 
costs for only 5 of the 18 major regula
tions that i t issued between 1981 and 

56 A complete listing of the regulations may be 
found in USEPA {1987}. Also included were regula
tions governing the disposal of used oil, und standards 
rep;ardinp; land disposal of hazardous wasle. 
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1986. 57 One could argue that the govern
ment should not invest resources in a 
full blown benefit-cost analysis if the re
sults of such an analysis cannot be used 
in regulating the polluting activity. But 
this would be a mistake. Even where the 
explicit use of a benefit-cost test is pro
hibited, such studies can be informative 
and useful. In their own way, they are 
likely to influence the views of legislators 
and regulators. In particular, the issue 
is often one of amending standards-ei
ther raising them or lowering them. Ben
efit-cost information on such adjust
ments, although not formally admissible, 
may well have some impact on decisions 
to revise standards. In addition, simply 
demonstrating the feasibility and poten
tial application of such studies may lead 
to their explicit introduction into the pol
icy process at a later time. 

B. The Need for Benefit-Cost Analyses 
of Environmental Standards 

We tum now to a set of priorities for 
benefit-cost analyses of environmental 
regulation: which of existing environ
mental programs require closest scrutiny 
and what benefit techniques must be de
veloped in order to perform these analy
ses? We begin with an enumeration of 
these programs, as we see them, and 
then offer some thoughts on the analysis 
of each of them. 

There are, broadly, two areas in which 
careful benefit-cost analyses · are most 
needed. One is for statutes whose total 
costs are thought to exceed their total 
benefits. A widely cited example is the 
Clean Water Act (CWA), which will soon 
be up for renewal. Freeman (1982) sug-

57 For the other four regulations where a compari
son of costs and benefits was allowed-the tliree toxic 
substances (TSCA) regulat10ns and the setting of 
emission standards for light duty trucks-benefits 
were quantified but not monetized. In the case of 
PCB's the· aist per catastrophe avoided was com· 
puted; in the case of asbestos, the cost per life saved. 

gests that the recreational use values as
sociated with the adoption of BPT are 
small, relative to the costs presented in 
Table l. Justification for these standards 
must then rest on other grounds. A sec
ond example where costs may exceed 
benefits involves the extent of cleanup 
of Superfund sites under CERCLA. 
While the cost of cleaning up these sites 
is pr~dicted to run into the hundreds of 
billions of dollars, the health benefits of 
these cleanups are thought by many to 
be modest (Curtis Travis and Carolyn 
Doty 1989). Current law does not require 
an explicit benefit-cost analysis of reme
dial alternatives at each Superfund site, 
but, in our view, it probably should. 

The second general class of cases in 
which careful benefit-cost analyses are 
needed is where environmental stan
dards are sufficiently str ingent to push 
control efforts onto the steep portion of 
the marginal cost of abatement curve. 
Even though the total costs of these stan
dards may exceed their total benefits (see 
Figure 4), society might experience a 
gain in welfare from relaxing the standard 
if the marginal benefits of abatement are 
considerably below the marginal costs at 
the level of the standard. In terms of Fig
ure 4, we need to know whether the mar
ginal benefit function is MB2 or MB1• 

There are several instances of actual poli
cies that appear to fall within this class: 
(1) the ground-level ozone standard, in 
~reas that are currently out of compliance 
with the standard; (2) certain provisions 
in RCRA for disposal of hazardous waste; 
and (3) the 1990 acid rain amendments 
to the Clean Air Act. In addition to these 
existing laws, proposals for significant re
ductions in CO2 emissions may entail 
high marginal costs, suggesting a close 
scrutiny of benefits. 

Turning first to the Clean Water Act, 
we note that evaluating the CWA will 
require computing the use (recreation) 
and nonuse (ecological) benefits of im-
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proved water quality. As we noted above, 
one can either use a contingent valuation 
approach that captures both values, or 
one can attempt to capture use values 
using h"avel cost methods and measure 
nonuse values separately. Whichever ap
proach is used, we emphasize the re
gional character of the costs and benefits 
of improved water quality; benefit esti
mates must, in consequence, be available 
at this level of disaggregation. The con
tingent valuation method avoids two 
problems inherent in the use of b·avel 
cost models. First, unless the transfera
bility problem can be solved, travel cost 
modeis will have to be estimated for each 
river or lake throughout the U.S.! And, 
second, if a contingent vo.h.iation survey 
of nonuse values is to be added to travel 
cost measures of use values, it may bE} 
hard to get users to separate use from 
nonuse values. 

A key issue in valuing the benefits of 
Superfund cleanups is how to value 
health risks-usually risks of cancer
that will not occur until the distant fu
ture. Many Superfund sites pose very 
low health risks today, primarily because 

there is no current route of exposure to 
toxic waste. People could, howeve.r, be 
exposed to contaminated soils or ground
water if substances were to leak from 
storage containers in the future. This in
volves valuing future risks to persons cur
rently alive as well as to persons yet un
born. While some research has been 
done in this area (Mauskopf 1987; Crop
per and Portney 1990; Cropper and Suss
man 1990), there are few empirical stud
ies that examine either the value that 
people place on reducing future risks to 
themselves or the rate at which they dis
count lives saved in future generations. 
Estimates of these values• are· also crucial 
if one is to analyze regulations governing 
the current disposal of hazardous waste 
under RCRA, as well as other regul;itions 
that affect exposure to carcinogens (e.g., 
air toxics and pesticide regulations). 

An additional problem is how to incor
porate uncertainty regarding estimates of 
health risks into the analysis. While most 
valuation studies treat the probability of 
an adverse outcome as certain, in reality 
there is great uncertainty about health 
risks, especially the risk of contracting 
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cancer from exposure to environmental 
carcinogens. This uncertainty has two 
sources: uncertainty about actual expo
sures received, and uncertainty about 
the effects of a given exposure. 58 The 
standard procedure in risk assessments 
is to "correct" for this uncertainty by 
presenting a point estimate based on very 
conservative assumptions (Nichols and 
Richard Zeckhauser 1986). rt would, 
however, be more appropriate to incor
porate the distribution of cancer risk into 
the analysis. 

Existing estimates of the marginal costs 
and marginal benefits of achieving the 
one-hour ozone standard in areas that are 
currently out of attainment suggest that 
marginal costs exceed marginal benefits 
(Krupnick and Portney 1991). Estimates 
of the health benefits of ozone control 
have, however, focused on the value of 
reducing restricted-activity or symptom 
days. There is some evidence that ozone 
may exacerbate the rate at which 
lung tissue deteriorates, contributing 
to chronic obstructive lung disease 
(COPD). Since, for healthy individuals, 
the probability of contracting COPD is 
uncertain, what must be valued is a 
change in the risk of contracting chronic 
lung disease corresponding to a change 
in ozone concentrations. 

The objective of the provisions of the 
1990 Amendments to the Clean Air Act 
aimed at reducing S02 and N02 is to 
reduce acid rain, primarily in the Eastern 
U.S. and Canada. Although the IO-mil
lion-ton reduction in sulfur emissions 
specified in the amendments is likely to 
·have some health benefits, most of the 
anticipated benefits are ecological or rec-

58 Estimates of the effect of a given exposure usu
ally come from rodent bioassays, which are used to 
estimate a dose-response function. In addition to un
certainty regarding the parameters of the dose-re
sponse function, there is uncertainty as· to how these 
estimates should be extrapolated from rodents to 
man. 

reational, resulting from an increase in 
the pH of lakes. 59 There are also likely 
to be visibility benefits (reduced haze) 
in the Eastern ·u. S. This ·underscores the 
need for better estimates of the value of 
improved visibility, especially in urban 
areas. It will also be necessary to measure 
the ecological benefits associated with re
duced acid rain, especially as these are 
likely to differ· qualitatively from the eco
logical benefits associated with the CW A,. 

Finally, we note that in the area of 
global climate change, considerable at
tention has been devoted to measuring 
the costs of reducing greenhouse gas 
emissions, especially through the use of 
a tax on the carbon content of fuels Oor
genson and Wilcoxen 1990b). Little, 
however, is known about the benefits of 
reducing greenhouse gases, even ·if one 
assumes iliat the link between CO2 and 
climate change is certain. 60 

The benefits of preventing these cli
mate changes differ from the benefits as
sociated with conventional air and water 
pollutants in two respects. First, many
though by no means all-of the effects 
of climate change are likely to occur 
through markets. These include effects 
on agriculture and forestry, as well as 
changes in heating and cooling costs. 
While thfs should make benefits easier 
to measure, the problem is that the ef
fects of CO2 emissions are not likely to 
be felt for decades. This implies that 
valuing such damages is difficult. A dam
age function approach, which ignores ad
aptation possibilities, is clearly inappro
priate; however, predicting technological 
possibilities for adaptation is not easy. 

Second, the benefits of reducing 
greenhouse gases will not be· felt until 
the next century. The problem here is 
that, even at a discount rate of only 3 

59 For a dissenting view see Portney (1990). 
00 A useful beg.inning here is the work of William 

Nordhaus (1990), 
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percent, one dollar of benefits received 
100 years from now is worth only 5 cents 
today. This problem has typically been 
addressed by suggesting that benefits 
should be discounted at a very low rate, 
if at all. An alternative approach is to 
make b-ansfers. to future generations to 
compensate them for our degradation of 
the environment, rather than to alter the 
discount rate. 

C. The Distribution of Costs and 
Bene.fits 

1n addition to examining the costs and 
benefits of environmental legislation, it 
is of interest to know who pays for pollu
tion abatement and who benefits from 
it. Typically, studies of the distributional 
effects .of ~nvironmental programs em
phasize the distribution of benefits and 
costs by income class. 

To determine how the benefits of envi
ronmental programs are distributed 
across different income classes, we must 
measure how the programs alter the 
physical environments of different in
come groups. In one study of the distri
butional effects of programs aimed at rais
ing the level of national air quality, 
Leonard Gianessi, Peskin, and Edward 
Wolff (1979) found striking locational dif
ferentials in benefits; not surprisingly, 
most of the benefits from efforts to im
prove air quality are concentrated in the 
more industrialized urban areas (largely 
the heavily industrialized cities of the 
East) with fewer benefits accruing to ru
ral residents. Even within metropolitan 
areas, air quality may differ substantially. 
Since the poor often live in the most pol
luted parts of urban areas, they might 
be thought to be djspr.oportionately .large 
benefi_ciaries of programs that reduce air 
pollution-and there is evidence that this 
is, indeed, the case {Asch and Seneca 
1978; feffrey Zupan 1973). Whiie this 
may be true, certain indirect effects can 
follow that offset such benefits. For ex-

ample, cleaner air in what was a rela
tively dirty area may increase the de
mand for residences there and drive up 
rents, thereby displacing low~income 
renters. All in all, this is a complicated 
issue. At any rate, Gianessi, Peskin, and 
WoUf find that within urban .areas the 
distribution of benefits may be ,slightly 
pro-poor, but, as we shall se~ next, this 
is likely to be offset (or more than offset) 
by a regressive pattern of the costs of 
these programs. GL 

We are on somewhat more solid 
ground on the dist-ribution of the cost-s 
of environmental programs (G. B. Chris
tainsen and Tietenberg 1985). There ex
ist data on the costs of pollution control 
by industry with which one can estimate 
how costs have influenced the prices of 
Yl!Iious classes of products and how, in 
turn, these increased prices have re
duced the real incomes of different in
come classes. In one early study of this 
kind, Gianessi, Peskin, and Wolff (1979) 
examined the distributive pattern of the 
costs of the Clean Air Act and found that 
lower-income groups bear costs that con
stitute a larger fraction of their income 
than do higher-income classes. (See also 
Nancy Dorfman and Arthur Snow 1975; 
Gianessi and Peskin 1980.) Three inde
pendent studies of automobile pollution 
control costs all reach similar findings of 
regressivity (Dorfman and Snow 1975; 
Harrison 1975; Freeman 1979b). 

In a more recent study, Robison (1985) 
uses an input-output model to estimate 
the distribution of costs of industrial p·ol
lution abatement. Assuming that the 
costs of pollution control in each industry 
are passed on in the form of higher 
prices, Robison traces these price in-

61 Moreover, there is some persuasive evldence 
from observed voting patterns on proposed environ
mental measures (~obert Deacon and Perry Shaplto 
1975; Fischel 1979) indicating that higher inC9me 
individuals are willing to pay more for n cleaner envi
ronment than those with lower incomes. 
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creases through the input-output matrix 
to determine their impact on the pattern 
of consumer prices. Robison's model di
vides individuals into twenty income 
classes. For each class, estimates are 
available of the pattern of consumption 
among product groups. This information, 
together with predictions of price in
creases for each product, is used to esti
mate the increase in the prices of goods 
consumed by each income group. Robi
son finds that the incidence of control 
costs is quite regressive. Costs as a frac
tion of income full over the entire range 
of income classes; they vary from 0. 76 
percent of income for the lowest income 
class to 0.16 percent of income for the 
highest income class. 

It is true that these studies relate to 
existing environmental programs and do 
not measure directly the potential distri
butional effects of a system of economic 
incentives such as eflluent fees. But our 
sense is that the pattern of control costs 
across industries would be roughly simi
lar under existing and incentive-based 
programs. It is the same industries under 
both regimes that will have to undertake 
the bulk of the abatement measures. Our 
conjecture thus is that the pattern of costs 
for our major environmental programs is 
likely to be distinctly regressive in its 
incidence, be they of the command-and
control or incentive-based variety. 

While the distributional effects of envi
ronmental programs may not be alto
gether salutary, we do not wish to exag
gerate their importance. We emphasize 
that the primary purpose of environmen
tal programs is, in economic terms, an 
efficient allocation of resources. Environ
mental measures, as Freeman (1972) has 
str.essed, are not very well suited to the 
achievement of redistribu.tional objec
tives. But an improved environment pro
vides important benefits for all income 
classes-and we will be doing no groups 
a favor by opposing environmental pro-

grams on distributional grounds. At the 
same time, there are opportunities to 
soften some of the more objectionable 
redistributive consequences of environ
mental policies through the use of mea
sures like adjustment assistance for indi
viduals displaced from jobs in heavily 
polluting industries and the reliance on 
the more progressive forms of t_axation 
to :finance public spending on pollution 
control programs. 

VI. Environmental Economics and 
Environmental Policy: Some Reflections 

As suggested by the lengthy (and only 
partial) list of references and. citations in 
this survey, environmental economics 
has been a busy field over the past two 
decades. Environmental economists 
have reworked existing theory, making 
it more rigorous and clearing up a mun
her of ambiguities; they have devised 
new methods for the valuation ofbenefits 
from improved environmental quality; 
and they have undertaken numerous em~ 
pirical studies to measure the costs and 
benefits of actual or proposed environ
mental programs and to assess the rela
tive efficiency of incentive-based and 
CAC policies. In short, the "intelle.ctual 
structure" of environmental economics 
has been both broadened and strength
ened since the last survey of the field 
by Fisher and Pe terson in this Journal 
in 1976. 

But what about the contribution of en
vironmental economics to the design and 
implementation of environmental policy? 
This is not an easy question to answer. 
We have seen some actual programs of 
transferable emissions permits in the 
United States and some use of eflluent 
charges in Europe. And with the enact
ment of the 1990 Amendments to the 
Clean Air Act, the U.S. has introduced 
a major program of tradable allowances 
to control sulfur emissions-moving this 
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country squarely into the use of incen
tive-based approaches to regulation in at 
least one area.of environmental policy.62 

But, at the sllme time, effluent charge 
and marketable permit programs are few 
in number and often bear only a modest 
resemblance to the pure programs of eco
nomic incentives supported by econo
mists. As we noted in the introduction, 
certain major pieces of environmental 
legislation prohibit the use of economic 
tests for the setting of standards for envi
ronmental quality, while other directives 
require them! The record, in short, is a 
mixed and somewhat confusing one: it 
reveals a policy environment character
ized by a real ambivalence (and, in some 
instances, a.n active hostility) to a central 
role for economics in environmental de
cision making.63 

What is the potential and the likeli
hood of more attention to the use of eco-

62 Under this ·provision, the U.S. will address the 
acid rain problem by cutbacks in sulfur emissions 
over the next decade of 10 million tons (about a 50 
percent rcduc"tion). This is to be accomplished 
through a system of tradable allowances under which 
aJfected power planti will be allowed to meet their 
emissions reductions by. whatever means they 
choose-including the purchase of"excess" emissions 
reductions from other sources that choose to cut back 
by more than their required quota. Also noteworthy 
is the U.S. procedure to implement reductions in 
chlorofluorocarbon emissions under the Montreal 
Protocol. Under this measure, EPA has elfeclively 
grandfathered the U.S. quota among existing produc
ers and importers; from these baselines, 6nns are 
allowed to trade allowances (Hahn and McGartland 
1989). 

63 Some reci;:nt studies of actual environmental cle
cision making are consistent with this "mixed" view. 
Maga_t, Krupnick, and Harrington. (1986), for exam
ple, in a study of EPA determfnation of effiueni stan
dards under the Clean Water Act Amendments of 
1972, found that "simple rules based ei ther on eco
nomic efficiency or the gonl of distributional equity 
dia not dominate the rulcmaking process" (p. 154). 
Their analysis did find that standards across industry 
subO!ltegories reflected to some extent differences in 
comr,liance costs among firms. In contrast, Cropper 
et a . (1992) find that El?A decisions on pesticide 
regulation have, in fact, reflected a systematic balanc
ing of environment.ii risks and costs of control. Eco
nomic factors, it appears, have mattered in some 
classes of decisions and not in others. 

nomic analysis and economic incentives 
in environmental management? It is easy 
to be pessimistic on this matter. There 
is still some aversion, both in the policy 
arena and across the general public, to 
the use of"market methods" for pollution 
control. While we were working on this 
survey, one of the leading news maga
zines in the U.S. ran a lengthy feature 
story entitled "The Environment: Clean
ing Up Our Mess---.-:what Works, What 
Doesn't, and What We Must Do to Re
claim our Air, Land, and Water" (Gregg 
Easterbrook 1989, in Newsweek). A cen
tral argument in the article is that the 
attempt to place environmental policy on 
a solid "scientific" footing has been a co
lossal error that has handcuffed efforts 
to get on with pollution control. Proceed
ing "on the assumption that environmen
tal protection is a social good transcend
ing cost-benefit calculations" (p. 42), 
Easterbrook argues that we should not 
place a high priority on scientific work 
on the complicated issues of measuring 
benefits and costs and of providing care
fully designed systems of incentives, but 
should get on with enacting pollution 
control measures that are technologically 
feasible. In short, we should control what 
technology enables us to control without 
asking too many hard questions and hold
ing up tougher legislation until we know 
all the answers. 

Such a position has a certain pragmatic 
appeal. As we all know, our understand
ing of complicated ecological systems and 
the associated dose-response relation
ships i_s seriously incomplete. And as our 
survey has indicated, our ability to place 
dollar values on improvements in envi
ronmental quality is limited and impre
cise. Nevertheless, we have some hard 
choices t o mal<e in the environmental 
arena-and whatever guidance we can 
obtain from a careful, if ·imprecise, con
sideration of benefits and costs should 
not be ignored. 
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We stress, moreover, that the role for 
economic analysis in environmental pol
icy making is far more important now 
than in the earlier years of the "environ
mental revolution.;, When we set out ini
tially to attack our major pollution prob
lems, there were available a wide array 
of fairly direct and in,expensive measures 
for pollution control. We were, in short, 
operating on relatively low and £lat seg
ments of marginal abatement cost (MAC) 
curves. But things have changed. As 
nearly all the cost studies reveal, mar
ginal abatement cost functions have the 
typical textbook shape. They are low and 
fairly flat over some· range and then begin 
to r ise, often quite rapidly. Both the 6rst 
and second derivatives of these abate
ment cost functions are positive-and 
rapidly increasing marginal abatement 
costs often set in with a vengeance. 

We now find ourselves operating, in 
most instances, along these rapidly ·rising 
portions of MAC functions so that deci
sions to cut pollution yet further are be
coming more costly. In such a setting, 
it is crucial that we have a clear sense 
of the relative benefits and costs of alter
native measures. 1t will be quite easy, 
for example, to enact new, more strin
gent regulations that impose large costs 
on society, well in excess of the benefits, 
health or otherwise, to the citizenry. As 
Portney (1990) has suggested, this may 
well be true of the new measures to con
trol urban air pollution and hazardous air 
pollutants under the most recent Amend
ments to the Clean Air Act. Portney's 
admittedly rough estimates suggest that 
the likely range of benefits from these 
new provisions falls well short of the 
likely range of their cost. 

Economic analysis can be quite helpful 
in getting at least a rough sense of the 
relative magnitudes at stake. This is not, 
we would add, a matter of sophisticated 
measures of '1exact consumer surplus" 
but simply of measuring as best we can 

the relevant areas under crude approxi
mations to demand curves (compensated 
or otherwise). In addition to measure
ment issues, this new setting for environ
mental policy places a much greater pre
mium on the use of cost-effective 
regulatory devices, for the wastes associ
ated with the cruder forms of CAC poli
cies will be much magnified. 64 

Jn spite of the mixed record, it is our 
sense that we are at a point in the evolu
tion of environmental policy at which the 
economics profession is in a very favor
able positton to influence the course of 
policy. As we move into the 1990s, the 
general ·political and policy setting is one 
that is genuinely receptive to market ap
proaches to solving our social problems. 
Not only in the United States but in other 
countries as well, the prevailing atmo
sphere is a conservative one with a strong 
disposition toward the use of market in
centives, wherever possible, for the· at
tainment of our social objectives. More
over, as we have emphasized in this 
survey, we have learned a lot over the 
past twenty years about the properties 
of various policy instruments and how 
they work (or do not work) under dif
ferent circumstances. Economists now 
know more about environmental pol
jcy and are in a position to offer better 
counsel on the design of measures for en
vironmental management. 

This, as we have stressed, takes us 
from ·the abstract world of pure systems 
of fees or marketable permits. Environ
mental econpmists must be (and, we be-

64 Follol!l'ing our earlier discussion of the Weitzman 
theorem, we note its implicatlim for the issue under 
discussion here: n preference for price over quantity 
instruments. So long as there is little evidence of 
any dramatic thr~shold effects or other sources of 
rapid changes in marginal benefits from pollution 
control, the. steepness of the MAC function suggests 
that regulatory agencies can best protect against 
costly ~rror by adopting effiuent fees rather than mar.
ketnble emission permits (Hadi Dowlatabadi and 
Harrington 1989; Oates, Portney·, and McGa.rtland 
1989). 
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lieve, are) prepared to come to terms 
with detailed, but important, matters of 
implementation: the determination of fee 
schedules, issues of spatial and temporal 
variation in fees or allowable emissions 
under permits, the life of permits and 
their treatment for -tax ;purposes, rules 
governing the transfer of pollution rights, 
procedures for the monitoring and en
forcement of emissions limitations, and 
so on. In short, economists must be ready 
to "get their hands dirty." 

But the contribution to be made by 
environmental economists can be a valu
able one. And there are encouraging 
signs in the policy arena of a growing 
receptiveness to incentive-based ap
proaches to environmental management. 
As we noted in the introduction, both 
in the United States and. in the OECD 
countries more generally, there have 
been recent expressions of interest in the 
use of economic incentives for protection 
of the environment. As we were finishing 
the final draft of this survey, the Council 
of the OECD issued a strong and lengthy 
endorsement of incentive-based ap
proaches, urging member countries to 
"make a greater and more consistent use 
of econo,mic instruments" for environ
mental manageme.nt (OECD 1991). 

Finally, we note the growing aware
ness and concern with global environ
mental issues. Many pollutants display 
a troublesome tendency to spill over na
tional boundaries. While this is surely 
not a new issue (e.g., transnational acid 
rain), the thinning of the ozone shield 
and the prospect of global warming are 
pressing home in a more urgent way the 
need for a global perspective on the en
vironment. The potential benefits and 
costs of programs to address these issues·, 
particu1arly global warming, are enor
mous-and they present a fundamental 
policy challenge. The design and imple
mentation of workable and cost-effective 
measures on a global scale are formidable 

problems, to put it mildly. And they call 
for an extension of existing work in the 
field to the development of an "open 
economy environmental economics" that 
incorporates explicitly the issues aris
ing in an international economy linked 
by trade, financial, and environmental 
Bows.65 
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Prices vs. Quantities 
MARTIN L. WEITZMAN 

Massachusetts Institute of Technology 

I . INTRODUCTION 

], 2 

The setting for the problem under consideration is a large economic organization or system 
which .in some cases is best thought of as the entire economy. Within this large economic 
organization resources are allocated by some combinatio•n of commands and prices (the 
exact mixture is inesse.ntiaJ) or even by some other unspecified mechanism. The following 
question arises. For one particular isolated ecoi:iomicvarial?le that neecls to be regulated,3 
what is the best way to implement. control for the benefit of the organization as a whole 7 
Is it better to directly administer the activity under scrutiny or to fix transfer prices and 
rely on self-interested profit or utility maximization to achieve the same ends in decentralized 
fashion? This issue is taken as the prototype problem of central control which is studied 
in the present paper. There are a great many specific examples which fit nicely into such 
a framework. One of current interest is the question of whether it would be better to control 
certain forms of pollution by setting emission standards or by charging the appropriate 
pollution taxes. 

When quantities are employed as planning instruments, the basic operating rules from 
the centre take the form of quotas, targets, or commands to produce ~ certain level of 
output. With prices as instruments, the rules specify either explicitly or implicitly that 
profits are to be maximized at the given parametric prices. Now a basic theme of resource 
allocation theory emphasizes the close connection between these two modes of control. 
No matter how one type of planning instrument is fixed, tl1ere is always a corresponding 
way to set the other which achieves the same result when implemented.4 From a strictly 
theoretical point of view there is really nothing to recommend one mode of control over 

· the other: ·.Thisnotwithstand~ng, I think it is .a fair generaliz.ation to say that the average 
economist in the Western marginalisr tradition has at least a vague preference toward 
indirect_ cqntrol ~Y prices; just as the typical non-economist leans toward the direct regula-
tion of quantities. · 

That a person not versed in economics should think primarily in terms of direct controls 
i~ probably due to the fact that he does not comprehend the full subtlety and strength of 
the invisible hand argument. The economist's attitude is somewhat more puzzling. Under
standing that prices can be used as a powerful and flexible instrument for rationally allocat
i.ilg resources and that in fact a market economy automatically regulates itself in this manner 
is very different from being under the impression that such indirect controls are generally 
preferable for the kind of problem considered in this paper. Certainly a careful reading of 
economic theory yields little to support such a universal proposition. 

1 First versio11 received August 1973; finaf version accepted January 1974 (Eds.). 
2. Many peopl.e have made helpful comments about a previous vetsion of this p11per. l would like 

especially to thank P. A. Diamond and H.B. Scarf for their valuable suggestions. The National Science 
Foundation helped support my research. 

; Outside the scope of this paper is the issue of why it is felt that the given economic activity must be 
regulated. 'rhcte may be a variety of reasons, ranging all the way from political considerations to one 
form or another of market failure. 

4 Given. the usual convexity assumptions. Without convexity it may not be possible to find a price 
which will support certain output levels. In this connection it should be mentioned that non-convexities 
(especially increasing returns) are.som~times responsible for regulation in the first place. · 
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Many economists point with favour to the fact that if prices are the planning instru
ment then pro.fit maxim'ization automatically guarantees total output will be efficiently 
produced, as if this result were of any more than secondary interest unless the price$ (and 
hence total output) are optimal to begin with.1 Sometimes it is maintained that prices are 
desirable planning instruments because the stimulus to obtain a profit maximizing output 
is built right in if producers are rewarded in proportion to profits. There is of course 
just as much motivation, e.g. to minimize costs at specified output levels so long as at least 
some fraction of production expenditures is borne by producers. With both modes of 
control there fa clearly an incentive for self-interested producers i o systematically distort 
information about hypothetical output and cost possibilities in the pre-implementation 
planning phase. Conversely, there is no real way to disguise the true facts in the imple
mentation stage so long as actual outputs (in the case of price instruments) and true 
operating costs (in the case of quantity instruments) can be accurately monitored. For the 
one case the centre must ascertain ceteris paribus output changes as prices are varied, for 
the other price changes as outputs are altered. 

A reason often cited for the theoretical superiority of prices as planning instruments is 
tl).at their use allegedly economizes on information. The main thing to n0te here is that 
generally speaking it is neither easier nor harder to name the right prices than the right 
quantities because in principle exactly the same information is needed to correctly specify 
either. It is true that in a situation with many independent producers of an identical 
commodity, only a. single uniform price has to be named by the centre, whereas in a 
command mode separate quantities must be specified for each producer. If such an 
observation has meaningful implicc1tions, it can only be within the artificial miiieu of an 
iterative tlitonnement type of " planning game '' which is played over and over again 
approaching an optimal solution in the limit as the number of steps becomes large. Even 
in this context the fact that there are less " message units " involved in each communication 
from the centre is a pretty thin reed on which to hang claims for the informational 
superiority of the price system. It seems to me that a careful examination of the mechanics 
of successive approximation planning shows that there is no principal informational 
difference between iteratively finding an optimum by having the centre name prices while 
the firms respond with quantities, or by having the centre assign quantities while the 
firm reveals costs or marginal costs. 2 

If there were really some basic intrinsic advantage to a system which employed prices 
as planning instruments, we would expect to observe many organizations operating with 
this mode of control, especially among multi-divisional business firms in a competitive 

1 An extreme example may help make this point clear. Suppose that fulfilment of en important 
emergency rescue operation demands a certain number of airplane flights. It would be inefficient to just 
order airline companies or branches of the military lo supply a certain number of the needed aircraft 
because ·marginal (opportunity) costs would almost certainly vary all over the place. Nevertheless, such an 
approach would undoubtedly be preferable to the efficient procedure of nammg a price for plane services. 
Under profit maximization, overall output would be uncertain, with too few planes spelllng disaster and 
too many being superfluous. 

2 The " message unit " case for the informational superiority of the price system is analogous to the 
blanket statement that it is better to use dual algorithms for solving a prqgramming problem whenever 
the number or-primal variables exceeds the number of dual multipliers. Certainly for the superior large 
step decomposition type algorithms which on every iteration go right after whet are presently believed 
to be the best instrument values on the basis of all curi:cntly available information, such a general statement 
has no basis. With myopic gradient methods, it is true that on each round the centre infinitesimally and 
effoctlessly adjusts exaclly the number of instruments it controls, be they tirices or quantities. But wh'o 
can say how many Infinitesimally small acljustments will be needed? Gradient algonthms are known to 
be a bad descriphon of iterative planning procedures, among other reasons because they have inadmissably 
poor convergence properties. If the step size ls chosen too small, convergence talces forever. If it is chosen 
too large, there is no convergence. As soon as a finite step size is selected on a given iteration to reflect a 
desire for quick convergence, tho " message unit " case for prices evaporates. Calc!]lating the correct 
price change puts the centre right back into the large step decomposition framework where on each round 
the problem of finding the best iterative prices is Connally identical to the problem pf finding the best 
iterative quantities. For discussion of these and various other aspects of iterative planning, see the articles 
of Heal [4), Ma.linvaud [5], Marglin (7], Weitzman [9). 
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environment. Yet the allocation of resources within private companies (not to mention 
governmental or non-profit organizations) is almost never controlled by setting administered 
transfer pric.es on commodities and lettillg self-interested profit maximization do the rest.1 

The price system as an allocator of internal resources does not itself pass the market test.2 

Of course, all this is not to deny that in any particular setting there may be important 
practical reasons for favouring either prices or quantities as planning instruments. These 
reasons might involve ideological, political, legal, social, historical, administrative, motiva
tional, informational, monitoring, enforcing, or other considerations. 3 But there is little 
of what might be called a system-free character. 

In studying such a controversial subject, the only fair way to begin must be with the 
tenet that there is no basic or universal rationale for having a general predisposition toward 
one control mode or the other. If this principle is accepted, it becomes an issue of some 
interest-to abstract away all " other "considerations in order to develop strictly" economic " 
criteria by which the comparative performance of price and qua11tity planning instruments 
might be objectively evaluated. Even on an abstract level, it would be useful to know 
how to identify a situation where employing one mode is relatively advantageous, other 
things being equal. 

IL THE MODEL 

We start with a highly simplified prototype planning problem. Amount q of a certain 
commodity can be produced at cost C(q), yielding benefits B(q).4 The word "commodity " 
is used in an abstract sense and really could pertain to just about any kind of good from 
pure water to military aircraft. Solely for the sake of preserving a unified notation, we 
follow the standard convention that goods are desirable. This means that rather than 
talking about air pollution, for example, we instead deal with its negative-clean air. 

Later we treat more compJicated cases, but for the tim.e being it is assumed that in 
effect there is just one producer of the commodity and no ambiguity in the notiop of a 
·cost curve. Benefits are measured in terms of money equivalents so that the benefit 
function can be viewed as the reflection of an indifference curve showing the trade-off 
between alilounls of uncommitted extra funds and output levels of the given commodity. 
It is assumed that B"(q)<O, C"(q)>O, B'(0)> C '(0) , and B'(q)<C'(q) for q sufficiently 
large. 

1 Strictly speaking, this conclusion is not really justified because there may be important externalities 
or increasing returns within an organization (they may even constitute its raison d'etre). Nevertheless, the 
almost universal absence of internal transfer pricing. within private finns strikes me as a rather startling 
contradiction with the often alleged superiority of indirect controls. 

z About a dccaae ago , Ford.and GM performed a few administrative trials of a limited sort with some 
decentralization schemes based on internal transfer prices. The experiments were subsequently discontinued 
in favour of a return to more traditional {>tanning meth ods. See Whinston [!OJ. 
· 3 As ·one example, if it happens "to be the case that it is d ifficult or expensive to monitor output on a 

continuous scale but relatively cheap to perfoqn a pass-fa.ii litmus type test on whether a given output 
level has been attained or not, the price mode may be greatly disadvantaged from the start. The pollµtion 
by open-pit minihg operations of nearby waterways presents a case in point. It would be difficult or 
impossible to record how much pollutant is seeping into th~ ground, whereas ii is a comparatively straight
forward task to enforce the adoption of one or a nother level of anti-pollution technology. Another realistic 
consideration arises when we ask who determines the standa rds under each mode. For example, if an 
agency of the c:.xccutivo branch is. empowered to. regulate prices but the legislature is in. charge of si;tting 
quantit.ies, that by itself may be im{lor~n.t_in di;term_ining which_m~de Is bet.ter for contr~lli~g polluti~n. 
The pnce·mode would have greatec flex1bil1ty, bllt might carry with 11 m·ore danger of cavmg in -io spec111l 
interest groups. As. yet another realistic consideration, equity arguments are sometimes pul forward in 
favour of price (ti.Jc supposed " justice" of a uniform price to all) or quantity (equal sharini; of a deficit 
commodity) control modes. 

4 It might be thought that an equ ivalent approach would be to work with demand and supply curves, 
identifying Ute consumers' (producers') surplus area under the demand (supply) curve as benefits (cos!s) 
or, equivaleoUy, the demand (supply) curve as the.marginal benefit (cost) fun_ction, The trouble with this 
approach is that it lends to give th·e misleading impression that the ,market left" to itself could solve lhe 
problem, obscuring.the fact that some key clement of the shindard .cotnpetitfve supply an d demand s tory 
is felt to be missing in the first place. 
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480 REVIBW OF ECONOMIC STUDIES 

The planning problem is to find that value q4< of q which maximizes 

B(q)-C(q). 
The solution must satisfy 

B'(q*) = C'(q*). 
With 

p* = B'(q*) = C'(q*), 

it makes no difference whether the planners announce the optimal price p* and have the 
producers maximize profits 

p*q-C(q) 

or whether the centre merely orders the production of q"' at least cost. In an environment 
of complete knowledge and perfect certainty there is a formal identity between the use of 
prices and quantities as planning instruments. 

If there is any advantage to employing price or quantity control modes, therefore, 
it must be due to inadequate information or uncertainty. Of course it is natural enough 
for planners to be unsure about the precise specification of cost and benefit functions 
since even those most likely to know can hardly possess an exact account. 

Suppose, then, that the centre perceives the cost function only as an estimate or 
approximation. The stochastic relation linking q to C is taken to be of the form 

C(q, 0), 

where 8 is a disturbance term or random variable, unobserved and unknown at the present 
time. While the determination of 0 could involve elements of genuine randomness, 1 it is 
probably more appropriate to think primarily in terms of an information gap. 

Even the engineers most closely associated with production would be unable to say 
beforehand precisely what is the cheapest way of generating various hypothetical output 
levels. How much murkier still must be the centre's ex ante conception of costs, especially 
in a fast moving world where knowledge of particular circumstances of time and place 
may be required. True, the degree of fuzziness could be reduced by research and experi
mentation but it could never be truly eliminated because new sources of uncertainty are 
arising all the time. 2 

Were a particular output level really ordered in all seriousness, a cost-minimizing 
firm could eventually grope its way toward the cheapest way of producing it by actually 
testing out the relevant technological alternatives. Or, if an output price were in fact 
named, a profit maximizing production level could ultimately be found by trial and error. 
But this is far from having the cost function as a -whole knowable a priori. 

While the planners may be somewhat better acquainted with the benefit function, it 
too is presumably discernable only tolerably well, say as 

B(q, 11) 

with 71 a random variable. The connection between q and B is stochastic either because 
benefits may be imperfectly known at the present time or because authentic randomness 
may play a role. Since the unknown factors connecting q with B are likely to be quite 
different from those linking q to C, it is assumed that the random variables 0 and 17 arc 
independently distributed. 

As a possible specific example of the present formulation, consider the problem of 
air pollution. The variable q could be the cleanliness of air being emitted by a certain 
type of source. Costs as a function of q might not be known beyond doubt because the 
technology, quantified by 0, is uncertain. At a given level of q the benefits may be unsure 
since they depend among other things on the weather, measured by 17. 

1 Like day-to-day fluctuations. 
2 For an amplification of some of these points, see Hayek [3]. 
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WEITZMAN PRICES vs. QUANTITIES 481 

Now an ideal instrument of central control would be a contingency message whose 
instructions depend on which state of the world is revealed by O and 17. The ideal ex ante 
<JUantity signal q*(8, 1/) and price signal p*(0, TJ) are in the form of an entire schedule, 
functions of O and I'/ satisfying 

B1(q"'(0, ri), 11) = C 1(q*(0, 11), 0) = pt(O, '7)-

By employing either ideal signal, the ex ante uncertainty has in effect been eliminated 
ex post and we are right back to the case where there is no theoretical difference between 
price and quantity control modes. 

It should be readily apparent that it is infeasible for the centre to transmit an entire 
scheaule of ideal prices or quantities. A contingency message is a complicated, specialized 
contract which is expensive to draw up and hard to understand. The random variables 
are difficult to quantify. A problem of differentiated informatioQ or even of moral hazard 
may be involved since the exact value of 0 will frequently be known only by the producer.1 

Even for the simplest case of Just one firm, information from different sources must be 
processed, combi'ned, and evaluateq. By the time an ideal schedule was completed, 
another would be needed because meanwhile changes would have occurred. 

· In this paper the realistic issue of central control under uncertainty is considered 
to be the " second best" problem of finding for each producer the single price or quantity 
message which optimally regulates his actions. This is also the best way to 'focus sharply 
and directly on the essential difference between prices and quantities as planning 
instruments. 

The issue of prices vs. quantities bas to be a " second best " problem by its very nature 
simply because there is no good a priori reason for limiting attention to just these two 
particular signals. Even if stochastic contingency messages were eliminated on ad hoc 
grounds as being too complicated, there would still be no legitimate justification for not. 
considering, say, an entire expected benefits schedule, or a " kinked " benefit function in 
the form of a two-tie.red price system, or something else. The reason we specialize to 
price and quantity signals is that these are two simple messages,. easily comprehended, 
traditionally employed, and frequently contrasted. 2 

The optimal quantity instrument under uncertainty is that target output g which 
maximizes expected benefits minus expected costs, so that 

E[B(4, 11) - C(g, 0)] = maxE[B(q, 11)-C(q, O)], 
q 

where $[ .] is the expected value operator. The solution g must satisfy the first order 
condition 

... (1) 

When a price instrument p is announced, production will eventually be adjusted to the 
output level 

q = h(p, 0) 

which maximizes profits given p and 8. Such a condition is expressed as 

ph(p, 0) -C(/t(p, 0), 0) = max pq-C(q, 0), 

implying 
q 

C1(h(p, 8), 0) = p. .. .(2) 

1 So that it may be inappropriate, for example, to tell him to produce.less if costs are high unless a 
very sophisticated incentive scheme goes along with such a message. For an elaboration of some of these 
points see Arrow [fJ, pp. 321-322. 

2- There are real ~is associated with ·using more complica,ted signals. At least implicitly, we are 
assuming thattbe m,!.gnitude· of such costs is sufficiently large to make it uneconomical to consider messages 
other than prices or quantities. It would be nice to incorporate these costs.el(p)icitly into the model, but 
this is hard to do in any meaningful way. 
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482 REVIEW OF ECONOMIC STUDIES 

If the planners are rational, they will choose that price instrument jJ which maximizes 
the expected difference between benefits and costs given the reaction function h(p, 0): 

E[B(h(p, 0), 17)-C(h(p, 0), 0)] = max E[B(h(p, 0), 11)-C(h(p, 8), 0)]. 
p 

The solution j} must obey the first order equation 

E[B1(h(p, 0), '1). h1(p, 8)] = E[C1(h(p, 8), 8). h1(p, 0)], 

which can be rewritten as 
~ _ E[B1(h(p, 0), 11). h1(p, 8)] 
p - E[hi(p, 8)] • 

... (3) 

Corresponding to the optimal ex ante price p is the ex post profit maximizing output q 
expressed as a function of 8, 

q(8) = lt(p, 8). ... (4) 

In the presence of uncertainty, price and quantity instruments transmit central control 
in quite different ways. It is important to note that by choosing a specific mode for 
implementing an intended policy, the planners are at least temporarily locking themselves 
into certain consequences. The values of17 and e are at first unknown and only gradually, 
if at all, become recognized through their effects. After the quantity~ is prescribed, pro
ducers will continue to generate that assigned level of output for some time even though 
in all likelihood 

B1(4, 17) i: C1(~. 8). 

In the price mode on the other hand, ij(8) will be produced where except with negligible 
probability 

B 1(ij(8), 11) ,f, C1(ij(8), 8). 

Thus neither instrument yields an optimum ex post. The relevant question is which one 
comes closer under what circumstances. 1 

In an infinitely flexible control environment where the p lanners can continually adjust 
instruments to reflect current understanding of a fluid situation and producers instantane
ously respond, the above considerations are irrelevant and the choice of control mode 
should be made to depend on other factors. Similar comments apply to a timeless tato,me
ment milieu where iterations are costless, recontracting takes place after each round, and 
in effect nothing real is presumed to happen until all the uncertainty has been eliminated 
and an equilibrium is approached. In any less hypothetical world the consequences of 
an order given in a particolai: control mode have to be lived with for at least the time 
until revisions are made, and real losses will be incurred by selecting the wrong com
munication medium. 

Note that the question usually asked whether it is better to control prices or quantities 
for finding a plan is conceptually distinct from the issue treated in this paper of which 
mode is superior for implementing a plan. The latter way of posing the problem. strikes nie 
as more relevant for most actual planning contexts-either because there is no significant 
informational difference between the two modes in the first place, or because a step in the 
_ttltonnement planning game cannot meaningfully occur unless it is really implemented, 
or because no matter how many iteration's have been carried out over time there are always 
spontaneously arising changes which damp out the signiffoance of knowing past history. 
In the framework adopted here, the planners are at the decision node Where as much 
information as is feasible to gather has already been obtained by one means or another 
and an operational plan must be decided on the 1:>asis of the available current knowledge. 

1 We remark in passing that the issue of wbether it is better to stabilize uncertain demand and supply 
functions by pegging -prices or quantities can also :t,e put in the form of1he problem analysed in this paper 
if benefits are associated v,,ith the consumers' surplus area under the demand curve and costs with the 
producers' surplus area under the supply curve. 
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Ill. PRICES vs. QUANTITIES 

It is natural to define the comparative advantage of prices over q11qntities as 

tJ. = E[(B(q(0), rr)-C({j(8), 0))-(B(4, 17)-C({J, 0))]. • .. (5) 

The loss function implicit in t he definition: of /J. is the expected difference in gains obtained 
under the two modes of control. Naturally there is no real distinction between working 
with tJ. or with - A (the comparative advantage of quantities over prices). 

The coefficient A is intended to be a measijre · of comparative or relative advantage 
o nly. It goes without saying that making a decision to use price or quantity control 
modes 'in a specific instance is more complicated than just consulting /J.. There are also 
going to be a host of practical considerations formally outside the scope of the present 
model. Although such external factors render A of limited v.alue when isolated by itself, 
they do not necessarily diminish its conceptual significance. On the contrary, having .an 
objective criterion of the ceteris paribus advantage of a, control mode is very important 
because conceptually it can serve as a benchmark against which the cost of '' non
economic " ingredients might be measured in reaching a final judgment about whether 
.it would be better to employ prices or quantities as planning instruments in a given 
situation. 

As it stands, the formulation. of cost and benefit functions is so general that it hinders 
us from cleanly dissecting equation (5). To see clearly what A depends on we have to 
put more structure on the problem. It is possible to be somewhat less restrictive than 
we are going to be, but only at the great expense of clarity. 

In what follows, the amount of uncertainty in marginal cost is taken as sufficiently 
small to justify a second order approximation of cost and benefit functions within the 
range of q(B) as it varies around IJ.. 1 Let the symbol " g " denote an "accurate local 
approximation " in the sense of deriving from the assumption that cost and benefit func
tions are of the following quadratic form within an appropriate neighbourhood of q = {J: 

C(q, 0) g a(B)+(C' +ct(0))(q-tJ.)+ C" (q-lj.)2 . . . (6) 
2 

B" 
B(q, rr) g b(11)+(B'+P(11))(q-lJ.)+ 2 (g-q)2

• ...(7) 

ln the above equations a(B), r,.(0), b(17), fJ('l) are stochastic functions and C', C", B', B" 
are .fixed coefficients. 

Without loss of generality, a.(0) and P(11) are standardized in (6), (7) so that their 
expected values are zero: 

E[a(B)] = E[fJ('l)] = 0. ...(8) 
Since 0 and 17 are independently distributed, 

E[a(0). P(11)] = O. . .. (9) 
Note that the stochastic functions 

a(0) g C(q, 0) . 
bG11) g B(q, rr) 

translate different V!!.lues of 0 and 17 into pure vertical shifts of the cost and benefit curves. 
Differentiating (6) and (7) with respect to q,, 

Ci(q, 0) g (C' +o:(0))+C'. (q-q) 

B1(q, 11) g (B' +P(11))+B". (q_ -q). 

... (10) 

. .. (11) 

1 Such an approximation can be rigorously defended a long the lines developed by Samuelson [8]. 
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484 REVlEW OF ECON'OMIC STUDIES 

Employing the above equations and (8), the following interpretations are available 
for the fixed coefficients of (6), (7): 

From (1), 

C' g E[C1(4, 0)] 

B' ~E[B1(4, 11)] 

C" & C11(q, 0) 

B" g Bu(q, 17). 

B'=C'. . .. (12) 

It is apparent from (8) and (10) that stochastic changes in cx(O) represent pure unbiased 
shifts of the marginal cost function. The variance of cx(0) is precisely the mean square 
error in marginal cost 

u2 = E[(C1(q, 0)-E[C1(q, 0)])2
] g E[o:(0)2] . 

Analogous comments bold for the marginal benefit function (11) where we have 

E[(B1(q, 11)-E[B1(q, 11)])2] =E[p(17)2]. 

From (10) and (2), 

Ji(p 0).2. A+ p-C'-cx.(0) 
' - ':1 C" 

implying 

Substituting from (15) into (3) and cancelling out C" yields 

pg E[B1(h(p, 0), 11)]. 

. .. (13) 

... (14) 

... (15) 

...(l6} 

Replacing q in (11) by the expression for h(p, 0) from (14) and plugging into (16), 
the following equation is obtained after using (8) 

B
,, 

- .Q. B' + - lr:t._C'). 
P- C"u, 

From (12) and the condition B" <O<C", (17) implies 

p:&C'. 

Combining (4), (14), and (18), 

-(tJ) .Q. A - ex( 0) • 
q -':1 C" 

. .. (17} 

. .. (18) 

.. . (19), 

Now alternately substitute q = {J_ and q = ij(0) from (19) into (6) and (7). Then 
plugging the resulting values of (6)1 (7) into (5), using (8), (9), and collecting terms, 

u2B" c;2 
t,,.Q. --+-. 

- 2C"2 2C" 
. .. (20) 

Expression (20) is the fundamental result of this paper.1 The next section is devoted 
to examining it in detail. 

1 In the supply and demand context B• is the slope of the (linear) demand curve, C' is the slope of the 
(linear) supply curve, and o2 is the variance of vertical shifts in the supply curve. 
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IV. ANALYSING THE COEFFICIENT OF COMPARATIVE ADVANTAGE 

Note that the uncertainty in benefits does not appear in (20), 1 To a second-otder 
approximation it affects price and quantity modes equally adversely. On the other hand, 
A depends linearly on the mean square error in marginal cost. The ceteris paribus effect 
of increasing u2 is to magnify the expected Joss from employing the planning instrument 
with comparative disadvantage. Conversely, as u2 shrinks to zero we move closer t_o the 
perfect certainty case where in theory the two control modes perform equally satisfactorily. 

Clearly 6. depends critically on lhe curvature of cost and benefit functions .around 
the optimal output level. The first thing to note is that the sign of A simply equals the 
sign of C" +B". When the sum of the " other" considerations nets out to a zero bias 
toward either control mode, quantities are the preferred planning instrument if and only if 
be.befits have more curvature than costs. 

Normally we would want to know the magnitude of A and what it depends on, as well 
as the .sign. To strengthen our intuitive feeling for the meaning of formula ('.20), we tur:n 
first to some extreme cases where there is a strong comparative advantage to one control 
mode over the other. In this connection it is important to bear in mind that when we 
talk about" large" or" small" values of B", C", or u2

, we are only speiling in a relative 
sense. The absolute measure of any variable appearing in (20) does not really mean much 
alone since it is arbitrarily pegged by selecting the units in which output is reckoned. 

The coefficient /1 is negative and large as either the benefit function is more sharply 
curved or the cost function is closer to being linear. Using a price control mode in such 
situations could have detrimental consequences. When marginal costs are nearly flat, 
the smallest miscalculation or change results in either much more or much less than the 
desired quantity. On the other hand, if benefits are almost kinked at the optimum level 
of output, there is a high degree of risk aversion and the centre cannot afford being even 
slightly off the mark. In both cases the quantity mode scores a lot of points because a 
high premium is put on the rigid output controllability which only il can provide under 
uncertainty. 

From (20), the price mode· looks relatively more attractive when the bene:fit function 
is closer to being linear. In such a situation it would be foolish to name quantities. Since 
the marginal social benefit is approximately constant in some range, a superior policy is 
to name it as a price and let the producers find the optimal output level themselves, after 
eliminating the uncertainty from costs. 

At a point where the cost function is highly curved, 6. becomes nearly zero. If marginal 
costs are very steeply ri~ing around the optimum, as with fixed capacity, there is not much 
difference between controlling by price or quantity instruments because the resulting output 
will be almost the same with cither mode. In such a situation, as with the case ct2 = 0, 
" non-economic" factors should play the decisive role in determining which system of 
control to impose. 

It is difficult to refrain from noticing that although there are plenty of instances where 

t This is because the expected benefit function (see eqq;ition (7)) does not depend on tbc variance of 
marginal benefits so Jong as costs and benefits a~ independently distributed. If they are ,wt, so that 

use= E({C1(q, 0)-E[Ci(q, 0)1} .J111(q, 11)-E[B1(q, 11)]}1 = E[a(O),P(11)] ,!, 0, 
c,2B' 1 I • 

(20) must be replaced by: t::. & iC'• + ic• (a•-2crs,). The sole effect_ of having costs and benefits cor-

related with each other is embodied in the term af.. When marginal costs are positively correlated with 
marginal benefits, the c:eteri:r paribus comparative advantage of the quantity mode is increased. If prices 
are used as a contrcil rn9de, the .producer will tend to cut back output for high marginal costs. But with 
er;, positive, th_ls is the very same time that marginal benefits tend to be high, so that a cutback may not 
really be in order. In such situations the quantity Diode has better properties as a stabilizer, other things 
being equal . . The story is the other way around when al0 is negative. In that case high marginal costs are 
associated with low niarginal benefits, so that the price mode (which decreases output for high marginal 
costs) tends to be a better mode of control other thin_gs being equal. 
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the price mode has a good solid comparative advantage (because - B" is small), in some 
sense it looks as if prices can be a disastrous choice of instrument far more often than 
quantities can. Using (20), ~➔-oo if either B11➔ -oo or C"-+O (or both). The only 
way 11-+ +oo is under the thin set of circumstances where simultaneously C"➔O, B"-+O, 
and C"> -B". In a world where C" and B" are themselves imperfectly known it seems 
l1ard to avoid the impression that there will be many circumstances where the more con
servative quantity mode will be preferred by planners because it is better for avoiding 
very bad planning mistakes.1 

Having seen how C" and B'' play an essential role in determining .6, it may be useful 
to check out a few of the principal situations where we might expect to encounter cost and 
benefit functions of one curvature or another. We start with costs. 

Contemporary economic· theory has tended to blur the distinction between the 
traditional marginalist way of treating production theory with smoothly differentiable 
production fu.nctions and the activity analysis approach with its limited number of alter
native production processes. For many theoretical purposes convexity of the underlying 
technology is really the fundamental property. 

However, there are very different implications for the efficacy of price and quantity 
control modes between a situation described by classically smooth Mars~allian cost curves 
and one characterized by piecewise linear cost functions with a limited number of kinks. 
In the latter case, the quantity mode tends to have a relative advantage since Ii = - OQ 

on the flats and A = 0 at the elbows. Of course it is impossible to use a price to control 
an output at all unless some hidden fuced factors take the flatness out of the average cost 
curve. Even then, A will be positive only if there are enough alternative techniques available 
to make the cost function have more (finite difference) curvature than the benefit function 
in the neighbourhood of an optimal policy. 

What determines the benefit function for a commodity· is contingent in the first place 
on whether the commodity is a final or intermediate good. The benent of a final good is 
essentially the utility which arises out of consuming the good. It could be highly curved 
at the optimum output level if tastes happen to be kinked at certain critical points. The 
amount of pollution which makes a river just unfit for swimming could be a point where 
the marginal benefits of an extra unit of output change very rapidly. Another' might be 
the level of defence which just neutralizes an opponent's offence or the level of offence 
which just overcomes a given defence. There are many examples which arise in emergencies 
or natural calamities. Our intuitive feeling, which fs confirmed by the formal analysis, 
is that it doesn't pay to " fool around " with prices in such situations. 

For intermediate goods, the shape of the benefit function ,viii depend among other 
things on the degree of substitutability in use of this commodity with other resources 
available in the production organization and upon the possibilities for importing this 

1 This idea could be formalized as follows. Consider two gelleralizations of formulae (6) and (7): 
c· 

C(q, 0) g a(ll)+(C'+«(O))(q-q)+ Zf(Q) (q-/j)2 

.B(q, TJ) & b(,,)+(B'+PM)(q-q)+ n·~(,,) (q-4)2. 

The only difference with (6), (7) is that now l/C11(q, 0) and Bu(q, 1)) are allowed to be .uncertain. The 
change in the p rofit maximizing output response per unit price change is now stochastic, /,1(p, 0) = f(IJ)/C'. 
Without loss of generality we si:t 

E[/(8)] = Efo(.,,)J = l. 

Note that increasing th!! variance of /(g) is a mean preserving spread of C11 (Bu). Suppose for simplicity 
that f and°' are independent of each other. 'J;hen we can derive the appropriate generalization of (20) as 

B"a:t(J +.Si) at 
A g 2c•1 + 2C., 

where. 62 s E[{/(8)-E(f{8)]}2] is the variance off((!). The above formula can be ipterpre!ed as saying 
that other things being equal, greater uncertainty in 1/Cu(q, Q) increases the comparative advantage of the 
quantity mode. 
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commodity from outside the organization. These things in turn are very much dependent 
on the J?lanning time horizon. In the Jong run the benefit function probably becomes 
flatter because more possibilities for substitution are available, including perhaps importing. 
Take for example the most extreme degree of complete " openness '' where any amount 
of the commodity can be instantaneously and effortlessly bought (and sold) outside the 
production organization at a fixed price. The relevant benefit function is of course just 
a straight line whose slope is the outside price. 

There is, it seems to me, a rather fundamental reason to believe tl1at quantities are 
better signals for situations demanding a high degree of coordination. A classical example 
would be the short run production planning of intermediate industrial materials. With.in 
a large production organization, b~ it the General Motors Corporation or the Soviet. 
industrial sector as a whole, the need for balancing the output of any intermediate com
modity whose production is relatively specialized to this organization and which cannot 
be effortlessly and instantaneously imported from or exported to a perfectly competitive 
outside world puts a kink in the benefit function. If it turns out that production of ball 
bearings of a certain specialized kind (plus reserves) falls short of anticipated internal 
consumption, far more than the value of the unproduceci bearings can be lost. Factors 
of production and materials that were destined to be combined with the ball bearings and 
with CQmmodities containing them in higher stages of production must stand idle and 
are prevented from adding value all along the line. If on the other hand more bearings 
are produced than were contemplated being consumed, the excess 9annot be used im
mediately and will only go into storage to lose implicit interest over time. Such short 
run rigidity is essentially due to the limited substitutability, fixed coefficients nature of a 
technology based on roachiuery.1 Other things being equal, the asymmetry between the 
effects of overproducing and underproducing are more pronounced the further removed 
from final use is the commodity and the more difficult it is to substitute alternative slack 
resources or to quickly replenish supplies by emergency import,s. The resulting strong 
curvature in benefits around the planned consumption levels of intermediate materials 
tends to create a very high comparative advantage for quantity instruments. If this is 
combined with a cost function that is nearly linear in the relevant range, the advantage of 
the quantity mode is doubly eompounded.2 

V. MANY PRODUCTION UNITS 

Consider the same model previously· developed except that now instead of being a single 
good, q = (q1, ... , qn) is an n-vector of commodites. The various components of q might 
represent physically distinct commodities or they could denote amounts of the same 
commodity produced by different production units. Benefits are B(q, 11) and the cost of 
producing the ith good is ci(q1, 01). As before, for each i the two random variables 11 
and 0i are distributed independently of each other. 

Suppose the issue of control is phrased as choosing either the quantities {~ 1} which 
maximize 

1 The existence of buffer stocks changes .the point at which the kink occurs, but does not remove it. 
For a more detailed treatment of this entire topic, see Manove (6). 

2 Note that in the context of a n autarchic planned .eco11omy, such .pessimistic conclusions about the 
feasibility of using Lange-Lerner price signals lo conlrol short run output do not carry over to, say, 
agrjculture. The lll'gumentjust given for a kinked benefit.function would not at all pertain to a food crop, 
which goes moce or less directly into final demand, In addition , the cost function for producing a given 
agricultural coJJUrlodily ought to be much closer to the classical smooth variety than to the linear pro
gramming type with just ·a few kinks. 
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or the prices { p1} which maximize 

E[B(h(p, 0), 17) - I:.c;(hi(p1, 01), 01)], 

where {h1(p,, 81)} are defined analogously to (2). 
Naturally the coefficienf of comparative advantage is now defined as 

An = E [ { B ( iJ.(8), 11) - t c1(q;(8;), 01)} - { B(4, r,)- t c1(4r, Br)}]. 

Assuming locally quadratic costs and benefits, it is a straightforward generalization 
of what was done in Section III to derive the analogue of expression (20), 

... (21) 

where 
... (22) 

To correct for the pure effect of n on ll., it is more suitable to work with the trans
fonned costJunctions 

.. . (23) 

The meaning of C1 is most readily interpreted for the situation where n different units are 
producing the same commodity or a close substitute with similar cost functions. Then 
C1 is what total costs would be as a function of total output if each production unit were 
an identical replica of the ith unit. When " other things being equal " n js changed, i t is 
more appropriate to think of C1 being held constant rather than c1

• 

With C1 defined by (23), we have 

c~ = ci 

Ci _ cL 
11- - . 

n 

... (24) 

... (25) 

Relation (24) means that in the quadratic case the coefficients of the marginal cost variance
covariance matrix for the {CU are the same as those given by (22) for the {c'i}. Sub
stituting (25) into (21), 

I nn B2 1n 2 
I!,, Q _ " " 1./111 _ " ~ •- 2 L, L, · ' + L, I . n 1 ~ 1 J "' 1 2C'11 q 1 n 1 = 1 2C11 

. . . (26) 

The above formula shows that in effect the original expression for A holds on the 
average for ti.,. when there is more than one producer. Naturally the generalization (26) 
is more complicated, but the interpretation of it is basically similar to the diagnosis of 
(20) which was just given in the previous section. 

There is, however, a fundamental distinction between having one and many producers 
which is concealed in formula (26). With some degree of independence .among the distribu
tions of individual marginal costs, less weight will be put on the first summation tetm of 
(26). Other things being equal, in situations with more rather than fewer independent 
units producing outputs which substitute for each other in yielding benefits, there is a 
correspondingly greater relative advantage to the price mode of control. Although this 
point has general validity, it can be most transparently seen in the special regularized case 
of one good being produced by· many micro-units with symmetrical cost functions. In 
such a case 

Bil =B" 

C11 =C'' 
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<T~ = "2 
ui = po-2, i # j, -1 ~ p ~ 1. 

489 

, .. (27.iii) 

... (27.iv) 

The coefficient p .is a measure of the correlation between marginal costs of separate 
production units. If all units are pretty much alike and are using a similar technology, 
p is likely to be close to unity. If the cost functions of different units are more or less 
independent of each other, p should be nearly zero. While in theory the correlation co
efficient can vary between plus and minus unity, for most situations of practical interest 
the marginal costs of two different production units will have a non-negative cross cor
relation. 

Using (27), (26) can be rewritten as 

Ao -+- +1- --+-(
B"a

2 
a

2 
) (1 B"a

2 
cr

2
) 

" = p 2cn2 2C" ( p) .n 2C"2 2C' . .•. (28) 

If the marginal costs of each identical micro-unit are perfectly correlated with each 
other so that p = l, it is as if th.ere is but a single producer and we are exactly back to the 
original formula (20). With 11> 1, as p decreases, 6 11 goes up. A ceteris paribus move 
from dependent toward independent costs increases the comparative advantage of prices, 
an effect which is more pronounced as the number of production units is larger. If there 
are three distinctly different types of sulphur dioxide emitters with independent technologies 
in,stead of one large pollution source yielding the same aggregate effect, a relatively stronger 
case exists, for using prices to regulate output. 

When it is desired to control different units producing an identical commodity by 
setting prices, only a single price need be named as an instrument. The price mode there
fore possesses the. ceterls paribus advantage that output is being produced efficiently ex 
post. With prices as instruments 

c~ (q;, 01) = c{(iiJ, 01) = p, 
whereas with quantities 

c~(qi, 01) t, cf (41, 01) 

except on a set of negligible probability. 
Using prices thus enables the centre to automatically screen out the high cost producers, 

encouraging, them to produce less and the low cost units more. This predominance in 
efficiency makes the comparative advantage of tbe price mode go up as the number of 
inde~ndeilt production units becomes larger, other things being equal. The precise 
statement of such a proposition would depend on exactly what was held equal as n was 
increased-the variance of individual costs or the overall variance of total costs. For 
simplicity consider the case of completely independent marginal costs, p = 0. Then 
(28) becomes 

1 B"u2(n) u2(n) 
D. Q---- +--

n - n 2C"2 2C' ' 
... (29) 

where cr2(n) is implicitly some (given) function of n. If the " other thing " being equal is 
the constant variance of marginal costs for each individual producing unit, then a2(11) = a 2

• 

If fue variance of total costs is held constant as II varies, a2(n) = na2
• Eit4er way A. 

in (29) increases monotonically with n .and eventually becomes positive. 
It is important to note that such ceteris paribus efficiency advantages of the price 

mode as we have been considering for large n are by no means enough to gu~rantee that 
6" will be positive in a particular situation for any given n. True, what aggregate output 
is fol,'thcoming under the price mode will be produced at least total cost. But it might be 
the wrong overall output level to start wjth, If the { - B,j} are sufficiently large or the 
{ Cb} sufficiently .small, it may be advantageous to enjoy greater control over total output 
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by setting individual quotas, even after taJcing account (as our formula for 6" does) of 
the losses incurred by the ex post productive inefficiency of such a procedure. 1 

Returning to the general case with which this section began, we note that the basic 
difference between benefits and costs becomes somewhat more transparent in the n com
modity vector formuiation. Only the centre knows benefits. Even if it could be done it 
would not help to transmit B(.) to individual production units because benefits are typically 
a non-separable function of all the units' outputs, whereas a particular unit has control 
only over its own output. In any well formulated mode of decentralized control, the 
objective function to be maximized by a given unit must depend in some well-defined way 
on its decisions alone. For the purposes of our formulation B need not be a benefit and 
the {ci} need not be costs in the usual sense, although in, many contexts this is the most 
natural interpretation. The crucial distinction is that B is in principle knowable only by 
the centre, whereas ci is best known by firm i. 2 

When uncertainties in individual costs are unrelated so that the random variables 01 
and 81 are independently distributed, the decision to use a price or quantity instrument 
to control q; alone is decentralizable. Suppose it has already been resolved by one means 
or another whether to use price or quantity instruments to control q1 for eachj ;I: i. To a 
quadratic approximation, the comparative advantage of prices over quantities for com
modity i is 

2B 2 
A I O (Jli II + ~ (30) 

U = fl 2 I ' ... 2c11 c11 

which is exactly the formula (20) for this particular case. 
In some situations, "mixed " price-quantity modes may give the best results. As a 

specific exlimple, suppose that q1 is the catch of a certain fish from a large lake and q2 
from a small but prolific pond. Let q1 be produced with relatively flat average. costs but 
q2 have a cost function which is curved at the optimum somewhat more than the benefit 
function. The optimal policy according to (30) will be to name a quota for q 1 and a price 
for q2• 
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value to future allocation possibilities of the excess supply, relative to what welfare was lost at the present 
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time from having demand less than supply. With a -deficit (from naming too low a price), the loss of welfare 
hinges on how shortages are actually distribu1cd among consumers. If shortages res~lt' io some people 
doing·comple!ely without the product, the overall welfare losses may be very great and I B" I could be·large, 
If there is some inherent reason to believe that shortages will .lii.ltolT!alically be evenly distributed, t\len 
I B" j may not .be so big. In addition to redistribution losses, there will always be waiting time losses in a 
shortage. F inally, note that if the amount of the fixed supply is known, a su_perior policy to naming prices 
ot quantities 1s to distribute ration tickets (instead of quantities), allowing them to be resold at a com
petitively determined market P,rice. 
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The science of global warming has reached a consensus on the 
high likelihood of substantial warming over the coming century. 
Nations have taken only limited steps to reduce greenhouse gas 
emissions since the first agreement in Kyoto in 1997, and little 
progress was made at the Copenhagen meeting in December 2009. 
The present study examines alternative outcomes for emissions, 
dimate change, and damages under different policy scenarios. It 
uses an updated version of the regional integrated model of cli
mate and the economy (RICE model). Recent projections suggest 
that substantial future warming will occur if no abatement policies 
are implemented. The model also calculates the path of carbon 
prices necessary to keep the increase in global mean temperature 
to 2 •c or less in an efficient manner. The carbon price for 2010 
associated with that goal is estimated to be $59 per ton (at 2005 
prices), compared with an effective global average price today of 
around $5 per ton. However, it is unlikely that the Copenhagen 
temperature goal will be attained even if countries meet their 
ambitious stated objectives under the Copenhagen Accord. 

abatement strategies I climate change I Copenhagen Accord I economic 

growth j Integrated assessment models 

T
he world is far along in what Roger Revelle and Hans Suess
called "our great geophysical experiment" (1). The failure of 

nations in Copenhagen in December 2009 to reach a concrete 
agreement to extend and broaden the Kyoto Protocol raises the 
prospect that attempts to limit atmospheric concentrations of 
carbon dioxide (CO2) and other greenhouse gases (GHGs), with 
the resulting global temperature increases, may prove politically 
difficult. This study reports improved estimates of the likely tra
jectories of global output, GHG emissions, climate change, and 
damages in the coming decades. 

Climatologists and other scientists have warned for more than 
half a century that the accumulation of CO2 and other GHGs in 
the atmosphere is leading to global warming and other significant 
climatic, ecological, and societal changes. However, the eco
nomic, political, and institutional issues involved in limiting GHG 
emissions have only begun to be considered over the past 2 dec
ades. The difficulty is that reducing emissions is an extreme 
"global public good," meaning that no single nation can capture 
for itself a substantial part of the benefits from its own emission 
reductions (2). The intellectual challenge is daunting, raising 
formidable issues of data, modeling, uncertainty, international 
coordination, and institutional design. In addition, the economic 
stakes in climate-change policy are huge. 

What are the stakes if nations fail to reach meaningful climate
change agreements? In other words, what are the climatic and 
economic consequences of uncontrolled emissions of GHGs over 
the coming decades? These questions become particularly salient, 
given the apparent difficulties of reaching a binding and effective 
international agreement. Surprisingly, the impressive work of 
scientific bodies such as the Intergovernmental Panel on Climate 
Change (1PCC) does not address the likely trajectory of un
controlled emissions, either in the past two rounds of assessments 
or prospectively in the coming fifth round. The present study 
attempts to explain the issues and provide some tentative answers. 

www.pnas.org/cgl/dol/10.1073/pnas.1005985107 

The Copenhagen Accord 

The agreed framework for all international climate-change delib
erations is the United Nations Framework Convention on Climate 
Change, ratified in 1994. That document stated, "The ultimate 
objective ... is to achieve ... stabilization of greenhouse gas con
centrations in the atmosphere at a level that would prevent dan
gerous anthropogenic interference with the climate system" (3). 
The Framework Convention was implemented in the Kyoto Pro
tocol in 1997, in which both high-income countries and countries 
in transition from socialism agreed to binding emissions limits for 
the 2008-2012 period. However, the reality of global warming 
policy has lagged far behind scientific prescriptions. This is seen in 
the attrition in covered emissions. The original Kyoto Protocol 
covered �66% of 1990 industrial CO2 emissions. However, with 
the failure of the United States to ratify the agreement and the 
decline in the relative emissions of rich countries, the Kyoto Pro
tocol currently covers only �27% of global emissions. 

The 2009 Copenhagen meeting was designed to negotiate a 
M,l'V"'e1rr ..... .- rtn-¥0,:,,,...,...ci,""i f,._.,. ik..,, ,-.,-,.,-.t v., .... ♦,.. ...,o, .. :,.....:I 0 ... ,.."n"o ,,..,C ,.J..,.,._ ..... 
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divisions about costs and the distribution of emissions reductions, 
the meeting concluded without a binding agreement. However, it 
did lead to an agreement known as the "Copenhagen Accord" 
( 4). The accord adopts a target of limiting the increase in global 
mean temperature, "recognizing the scientific view that the 
increase ... should be below 2 degrees Celsius." Those looking for 
a silver lining behind the cloudy outcome have pointed to the fact 
that developing countries joined the accord. A close look reveals, 
however, that developing countries committed themselves to very 
little. They agreed to "communicate" their "nationally appro
priate mitigation actions seeking international support efforts," 
but no binding targets for developing countries were set. By 
mid-2010, most countries have communicated their plans. 

The reality behind the accord is not encouraging. To begin 
with, even if the high-income countries fulfilled their commit
ments, these would probably not achieve anything close to the 
2 •c target, as is shown below. Meanwhile, pr0gress on reaching 
a more binding agreement has been glacial at best. At present, 
a global agreement is waiting for the United States to take 
credible legislated steps. Continued delay in adoption of climate
change policies by the United States may lead to a domino effect 
in which other countries follow the US inaction. 

Given these developments, it is useful to review the prospects 
for climate change and the economic implications, both for the 
case in which controls are implemented as envisioned by the 
Copenhagen Accord and for the case in which the present stale
mate continues. This report presents the results of an updated 
version of the regional integrated model of climate and the 
economy (RICE model), denoted the RICE-2010 model. The 
model is a regionalized, dynamic, integrated assessment model of 
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the global ccorioiny arid climate change that incorporates an end
to-end lrentmcnt of economic growth, emissions, the carbon 
cycle, climate change, damages, and emissions controls. The 
model a llows the computation bf internally consistent projec
tions of the effects of :il!ernative policy regimes. I begin with 
a succinct description of the model." 

The RICE-2010 Model 
The RICE moclel views climate change in the framework of 
economic growth theory. ln a standard neoclassical optimal 
growth model known as the Ramsey model, society invests in 
capital goods, thereby reducing consumption today so as to in
crease consumption in the future (5, 6). The RICE model modi
fies the Ramsey model to include climate investments. The capital 
stock of the conventional model is extended lo include invest
ments in the environment ("natural capital"). Emissions reduc
tions in the •extended model are analogous to capital investments 
in lhe mainstream model. Thal is, we can view concentrations of 
GHGs as "negative natural capital" and emissions reductions as 
lowering the quantity of th&t negative capitaL Emissions reduc
tions lower consumption today but, by preventing economically 
harmfol climate chang(l, increase consumption possibilities in 
the future. 

111c model divides the world into 12 regions. ,Some are large 
countries such as the United Slates or Chi.na; others are large 
multicounlry regions such as the European Union or Latin Amer
ica. Each region is assµmed lo have a well-defined seL of prefer
ences, represented by a social welfare function, and 10 optimize its 
consumption, GHG policies, and investment over time. The social 
welfare function is increasing in the per capila consumption of 
each generation, with diminishing marginal utility of consumption. 
The importance of a generation's per capita consumption depends 
on its relative size. The relative importance of different generations 
is measured using a pure rate of lime preference, and the curvature 
of the utility function is given by tlie e lasticity of the marginal utility 
of consumption. These parameters are calibrated lo ensure that 
the real interest rate in the model is close lo lhc average real in
terest rate and the average real return on capital in real-world 
markeis (7, 8). 

The model contains both a traditional economic sector like 
that found in many economic models and geophysical relation
ships designeq for climate-change modeling. 

Economic Sectors. Each region is assumed to produce a single 
commodity, which can be used for consumption, fovestmenl, or 
emissions reductions. Each region is endowed with an initial stock 
of.capital and hibor and with an initial and region-specific level ·of 
technology. Population data are from the United Nations, upda
ted with more.recent estimates through 2009, with projeclio11s 
using the United Nalionsrestimates to 2300 (9). Output i~ mea
sured as standard gross domestic producl (GDP} in constant 
prices, and the GDPs of different countries are converted in(o 
200.5 US internaiional prices using purchasing-power-parity ex
change rates. Output data through 2009 are from the World Bank 
and the International Monetary Fund (IMF), with projections to 
2014. from the JMF (10, 11). CO2 emissions data are from the 
US Energy Information Administration and Carbon Dioxide 
Information Analysis Center and are available through 2008. 

Population growth and technological change are exogenous in 
the baseline model, whereas capital accumulation is determined 
by optimizing the flow of consumption over time. Output is 
determined using a Cobb- Douglas production function with 
capital, l;ibor, a_nd carbon-energy as inpuls. Technological 

•The equations of the model, along with kO'/ assum_ptions, are available In 51 Appenqix. 
The model b also available a, on Excel spre•dsli<Ct downloadable from the outho~, 
website (http:/,ww,,.econ,yale.edu/•nordhau!lhomepage/homepage.htm). The re1ults 
reported here are based on the RIC£ model versioo of' April 25, 2010. 
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change takes two forms: economy-wide technological change 
and carbon-energy-saving technological change. The former is 
H icks-neutral, and the latter is modeled as reducing the ratio of 
CO2 emissions to carbon-energy inputs. Technological clrangc 
is projected for a frontier region (the United Stales),· and other 
countries are assumed to converge par tway to the fron tier. For 
convenience, both carbon-ene~gy inputs and industrial emis
sions are measured in units of carbon weight (7, 12). Economic 
growth rates for the different regions are provided in SI Ap
pendix, Table SL 

1 calibrate the energy-related paraJ11elers using data on his
torical GDP and CO2 emissions for the period 1960-2008. The 
model uses a cost function for CO2 emissions reductions that is 
drawn from more detai led model~ at the national and regional 
levels from th~ IPCC Fourth Assessment Report (13) and the 
Energy Modeling Forum 22 report (14). SI Appendix, Pig. SJ 
shows historical rates of dccarbonization. Additionally, there is 
a backstop Lechnology that can replace all carbon fu~ls at a rel
atively high price ($1,260 per too of carbon for the emissions
weighted global average), declining over time, drawn from IPCC 
surveys and other sources (15). It is assumed that the backstop 
technology bccol)'les increasingly competitive with carbon fuels 
after 2250, such that emissions decline rapidly Lhereafter. The 
supply curve allows for limited, albeit very large, )qng-rl!n sup
plies of carbon fuels. ln the opiimal-growU1 framewor.k, energy 
resources are efficiently alloc11ted across time, whicli implies that 
low-cost carbon resources have scarcity prices (called "Hotelling 
rents") and that carbon-energy prices rise over time (16). 

Solution of a multiaountry general economic equilibrium model 
poses major modeling issues. 1 have used a modification of the 
Negishi procedure introduced by Nordhaus and Yang (17). The 
modification is that the welfare weights are set to equalize the 
period-by-period marginal utili ties using lhe weighted average 
marginal utility, where each region's weights are the regions' shares 
of the global capital stock in a given perfod. 

Geophysical Sectors. The geophysical part of the model contains 
a number of relationships !hat link together the different factors 
affecting climate change. These include simplified. relationships 
to capture CO2 emissions, a carbon cycle, radiative forcings, a 
simple climate model, and regional climate-damage relation
ships_ Each of these is drawn from more complex models an.d can 
be regarded as models of very simplified structure. 

Emissions include all GHG emissions, although they comprise 
primarily CO2 emissi.ons. Endogenous emissions in the RICE-
2010 model are li.mifod to inpusi.rial CO2• Chlorofluorocarbons 
are now outside the climale-change protocols. Other contribu
tions to global warming are taken as exogenous. These inclupe 
CO2 emissions from land-use changes, non-CO2 GHGs, and 
sulfate aerosols (18, 19), 

The model uses a three-reservoir model calibrated to existing 
carbon-cycle models lo calculate the !=arbon cycle. Climate change 
is represented by glol,,al mean surface temperature, and the re
lationship uses tl1e results of the Fourth Assessment Report of 
the IPCC lo estimate the lag structure and the equilibrium, which 
are calibrated to include the decreasing uptake of carbon with 
rising temperature (19).The RICE-2010 model contains a module 
with calculations of sea-level rise (SLR) associated with different 
temperature trajectories. The cuqenl version assumes that the 
equilibrium temperature-sensitivity coefficient is 3.2 °C per CO2 
doubling. The model has also been checked by comparing results 
with those of the 2009 version of the Model for the Assessment 
of Greenhouse-Gas Induced Climate Change (MAGICC). 

Understanding the market and nonmarket impacts of'climate 
change continues to be the. !homiest issu.e in climate-change .eco
nomics. The RICE-2010 model provides a revised 'set of damage 
estimates based on a recent review of the literature (20, 21}. 
Damages are a function of temperature, SLR, and CO2 concen
trations and are region-specific. To _give an idea of the estimated 

Nordhaw 



damages in the uncontrolled (baseline) case, those damages in 
2095 are $12 trillion, or 2.8% of global output, for a global 
temperature increase of 3.4 •c above 1900 levels. 

There have been many recent studies concerned with abrupt 
and catastrophic climate change (22-24). Estimates for the 
economic costs of such scenarios are includecj in the damage 
estimates in the RICE model, but the model does not build in 
a precise tipping point at a given temperature increase, because 
such a tipping point has not been reliably determined. 

Poficy Scenarios 
I examine the economic and climate trajectories associated with 
five different international policy approaches: 

(i) Baseline: No climate-change policies are adopted. 
(ii) Optimal: Climate-change policies maximize economic wel

fare, with full participation by all nations starting in 2010 
and without climatic constraints. 

(iii) Temperature-limited: The optimal policies are undertaken 
subject to a further constraint that global temperature does 
exceed 2 °C above the 1900 average. 

(iv) Copenhagen Accord: High-income countries implement 
deep emissions reductions similar to those included in 
the current US proposals, with developing countries follow
ing in the next .2 to 5 decades. 

(v) Copenhagen Accord with only rich countries: High-income 
countries implement deep reductions as in scenario 4, but de
veloping countries do not participate until the 22nd century. 

The baseline can be interpreted as complete inaction and 
stalemate on climate policies. The "optimal" scenario assumes 
the most efficient climate-change policies; in this context, effi
ciency involves a balancing of the costs of abatement. ~d th_e 
benefits of reduced climate damages. Although unrealtsllc, this 
scenario provides an efficiency benchmark against which other 
policies can be measured. The "temperature-limited" scenario is 
a variant of the optimal scenario that builds in a precautionary 
constraint that a specific temperature increase is not exceeded. 
The Copenhagen Accord scenario assumes that the announced 
emissions-reduction policies for high-income countries for the 
near term are implemented. It then extends these to other high.
income countries to parallel the United States-proposed reduc
tions. Developing countries are assumed to follow within_.a few 
decades. Sf Appendix, Table S2 shows the base and commitment 
years for different regions. The fifth scenario is the same as the 
Copenhagen Accord scenario, but developing countries do not 
participate until well into the 22nd century. For this scenario, 
the high-income participants are the United States, the Euro
pean Union, Japan, Russia, and a group of other high-income 
countries. 

Major Results 
The Major Cases. The results presented here should be viewed as 
only suggestive and illustrative. They come from a single model 
and modeling perspective, and most of the relationsh.ips are sub-
ject to large uncertainties.. . 

Figs, 1-4 report the mam results. Further results are av~•l~ble 
in SI Appendix, Tablt: S3. Fig. 1 shows. global CO2 emissions 
under each of the five policy scenarios, Unrestrained emissions 
are estimated to grow very rapidly, Emissions under the optimal 
and temperature-limited scenarios are essentially fla t for the next 
1 to 6 decades and then decline. The optimal path imposes a cut 
in global emissions of 50% from 2005 in 100 y, and the tem
perature-limited path prescribes zero emissions at about 2075. 

Atmospheric concentrations of CO2 rise sharply under the 
basel ine path, reaching 793 ppm by 2100 (Fig. 2 and SI Ap
pendix, Table S3 presents the numerical data). The optimal and 
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Fig. 1. Projected emissions of CO, under alternative policies. Copen, 
Copenhagen. 

1einperature-limited paths show some slight contin~ation in the 
rise of concentrations from current levels, peakmg between 
500 and 600 ppm. (Note that these refer to CO2 concentrations 
rather than to CO2-equivalent concentrations.) Radiative 
forcings (not shown) peak at 4.4 W/m2 in the optimal path and 
at 3.2 W/m2 in the temperature-limited path. These forcings 
include those from other GHGs as well as estimates of other 
anthropogenic forcings, such as from sulfates. 

Global temperature projections, shown in Fig. 3, rise sharply 
under tJ1e baseline, with increases of 3.5 •c in 2100 and 5.7 •c in 
2200 and a peak (not shown) at 6.7 •c, all relative to 1900. The 
optimal and temperature-limited paths rise in the early 21st 
century because of the momentum of past emissions. They then 
bend downward as .emissions are reduced, peaklng at 2 •c (ob
viously) for the temperature-limited path and at 3.0 •c for the 
optimal path. Two important results are that the optimal path 
has a relatively low maximum temperature and the temperature 
increase for lhis·path averaged over 2100-2300 is 2.7 •c. 

Perhaps the most important outputs of integrated economic 
models of climate change are the near-term "carbon prices." 
Th.is is a concept that measures the marginal costs of reductions 
of emissions of GHGs. In a market environment, such as a cap
and-tradc regime, the carbon prices would be the lrading·price of 
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Fig. 3. Global temperature increase ('C from 1900) under alternative poli
cies. Copen, Copenhagen. 

carbon emission pennits. We can also judge different policies 
against benchmarks by examining their near-te1m carbon prices, 
which are shown for the different scenarios in Table 1, in 2005 
dollars. A graphical comparison is shown in SJ Appendix, Fig. 52. 
Carbon prices, equal to the Hotelling rents on carbon fuels in the 
baseline 5!:enario, are esse.ntially zero and arc therefore not 
depicted. Prices under lhe optimal and temperature-limited 
scenarios at first rise to $38 and $79 per ton, respectively, by 
2015. Prices under the optimal scenario then continue to rise 
sharply until they reach the projected backstop price. 

Global average carbon prices under the two Copenhagen 
Accord scenarios are much lower than under the previous 
scenarios for the first 2 decades of the projections, reflecting 
the gradual intTOduction of policy interventions as well as in
complete participation. Note !hat the effective carbon price 
today (around $5 per ton) is well below that required under 
either the optimal or tempi:rature-limited scenario. Numerical 
values for carbon prices for the different scenarios are reported 
in S/ Appendix, Table S4, and those for the Copenhagen Accord 
with no trading are reported in SJ Appendix, Table S5. SI Ap
p endix, Tables S6 and S7 present the associated emissions 
control rates for the optimal case and the Copenhagen Accord 
with full trading. 

Table 2 shows the large stakes involved in climate-change 
policies as measured by aggregate costs and benefits. Using the 
model discount rates, lhe optimal scenario raises the present 
value of world income by $8.1 trillion, or 0;35% of discounted 
income. This is equivalent to an annuity of $403 billion pi:r year 
at' a 5% ·annual discount rate. Imposing the 2 •c temperature 
constraint is quite costly; reducing the net benefit by almost half, 
beca·use of the difficulty of a ttaining that target with so much 
inertia in the climate system. The Copenhagen Accord with 

Table 1. Carbon prices in the different runs 

Carbon prices 2005 2010 

bptimal 0.00 28.90 
limit temperature change <2 •c 0.00 58.92 
Copenhagen: full trade 0.00 0.10 
Copenhagen: rich only o:oo 0.07 

phased-in participation of developing countries has substantial 
net benefits, but lack of parlicipntio•n in the "rich-only" case 
reduces these substantially. Fig. 4 shows the path of net costs as a 
percentage of income for seven major regions. Costs rise grad
ually over the coming decades and reach around 1 % of national 
income for the -high-income countries in the mid-21st century. 

There are many conclusions that can be drawn from the pre
sent modeling effort. One important result is that even if coun
tries meet their ambitious objectives under the Copenhagen 
Accord, globaJ temperatures are unlikely to keep within the 
objective of 2 °C. This conclusion is reinforced if developing 
countries delay their foll participation beyond the 2030-2050 
time frame. 

Col1)parisons with Other Studies. The resu,ts here can be compared 
with those of earlier versions of the RICE model as well as w,ith 
those of other modeling groups. The details of the comparisons 
are ·available in SI Appendix. The temperature projections of the 
RlCE-2010 model arc substantially similar to those of the earliest 
vintages (SI Appendix, Fig. S3). The damage ratio- (ratio of climate 
damage to output) is similar to Iha! found in earlier versions for 
the first century, but the latest version projecls higher damage 
ratios in the more distant future because. of the inclusion of SLR 
(SI Appendix, Fig. S4). The optimal carbon price in the near t_erm 
is substantially higher than in earlier versions (SI Appe11dix, Fig. 
S5). For example, that price for 2015 is ~$40 per ton carbon, 
whereas· in the early vintages, U1e optimaJ carbon price was in the 
$10-15 range. The major factors accounlingforthis difference arc 
a major upward revi'sion or global output with adoption of pur
chasing-power parity income measurement, higher temperature 
sensitivity, and lower discount rate on goods (i5). 

The results can also be compared with the latest round of 
model comparisons done fQr the Energy Modeling Forum 22 
(EMF-22) (14). The closest comparison i$ the path of .CO2 
concentrations for the 2000-2100 period for the R1CE baseline 
and EMF-22 reference paU1. The RICE-model concentrations 
path is above the median of the 10 mode·1s with complete data. 
For the terminal year of 2100, the 10th, 50th, and 90th percen
tiles of CO2 concentrations for the EMF-22 are 6ll3, 754, and 910 
ppm, whereas lhe RICE-model projection for 2100 is 793 ppm (a 
more detailed comparison is provided in SJ Appendix, Fig. S6). 
The EMF-22 projections also indicate the difficulty of attaining 
the 2 •c objective (14). 

Note 'that the optimal carbon prices in the RICE model are 
well below those in stqdies with very low discoun! rates, partic
ularly those in the Stern Review (26, 27). Discussions about dis
counting involve unresolved issues of intergenerational fairness, 
aversion to inequality, and projections about future technological 
change and population growtl1 as well as the appropdaten~ of 
the utilitariru1 framework used in the Ramsey model (5, 28, 29)_ 

Anolher important area for analysis is the uncertainty associ
ated with projections and policy analysis. IntegJ'1lted assessment 
models are useful 'in making estimates of systemic uncertainly be
cause they can i'ncorporate all elements of the model and param
eters. &limating uncerlaintics and the benefits of better scientific 
knowledge is an important item on the research agenda (25). 

2005 prices per ton of carbon 

2015 2020 2025 2055 2105 

37.96 49.87 65.50 155.55 408.48 
79.04 106.03 14225 521.78. 903.69 

0.39 1.51 5.79 358.37 593.10 
0.39 2.21 '12.40 64.11 27.68 

The carbon prices are the market prices that are required to attain the policy objectives. These assume full 
trading and participation In all regions that .arc in th~ policy regime. 
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Table 2. Present valu e of consumption, d ifferent policies (scaled to 2005 US international do llars, 2005 prices) 

Present value utility 
'Difference 

Annualized• 
Policy scenario Trlllions of 2005 $ Trillions of 2005 $ Pertentage of pase Billions of $ per year 

Base 
Optimal 
Limit temperature change <2 •c 
Copenhagen: full trade 
Copenhagen: no trade 
Copenhagen: rich only 

2,301.5 
2,309.6 
2,305.9 
2,307.8 
2,307.1 
2,304.1 

0.00 
8.06 
4 .37 
6.26 
5.63 
2.55 

0.00% 0 
0.35% 403 
o,1g% 219 
0.27% 313 
0.24% 281 
0.11% 128 

The estimates are the present value of consumption equivalent for tho entire period. The difference In numerical column 2 shows 
the difference between the control run and the no-policy or baseline run. Incomes of countries are calculated· using purchasing-power 
parity exchange rates and are discounted using an International interest rate1hat is the capital-weighted average of tt,e real Interest 
rates for different regions . 
.. Annual value of consumption at a discount rate of 5% per year. 

Cautionary Notes 
Analyses using integrated assessment economic models present 
an unrealistically smooth picture of the functioning of economic 
and political systems in much the ~ame way that global climate 
models cannot capture U1e turbulence of weather systems. I con
clude wilh four cautionary observations about the difficulties that 
arise in forging effective programs to slow climate change. 

A first issue arises because of the strategic relationship be
tween costs of abatement (which are thoroughly local) and avoid
ance of climate damage (which is a widely dispersed Samuelsonian 
public good). This structure of local coslS and dispersed benefits 
leads to strong incentives to free riding: Each counlJy has little 
incentive ·to take action and will benefit greatly if everybody else 
abates. This situation is analyied using the Nash equilibrium con
cept from game theory. A Nash, or noncooperative, equilibrium 
resultS' when no player can find a strategy to improve his or her 
payoff assuming that the other players stick lo their strategies (30). 
A Nash equilibrium does not rule out any climate-change policies. 
Rather, noncooperative behavior. implies that countries take 
abatement. actions only to the extent that they themselves benefit 
and the benefits to the rest of the world are ignored. 

Earlier studies have found that a Nash equilibrium would lead 
to carbon prices and emissions reductions that are much lower 
than optimal (17, 31, 32). Similar results are found in the RICE-
2010 model. If we assume that each of the 12 regions acts non
cooperatively, carbon prices are calculated to be approximately 
I/10th of the optimal levels (SJ Appendix, Table S8). (rhis may 

LS% ...-----------------------
-o-us - 0 - EU 

·L°" 

Fig. 4. Total costs of compliance as percent of national Income. EU, Euro
pean Union. 
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actually overstate noncooperntive abatement because it assumes 
that countries within large regions such as Latin America co
ordinate their strategics.) The strategic significance of this finding 
is that countries will have strong incentives to free ride by not 
participating or to ''cheat" on strong climate-change agreements. 
If they hide emissions or overstate reductions, their own economic 
welfare \Viii improve even though others' welfare will deteriorate. 

The difficulty of escaping from a low-level noncooperative 
equilibrium is amplified by a. second factor, the intertempotal 
tradeoff. Climate-change policies require costly abatement in the 
near term to reduce damages in the distant future. The gener
ational tradeoff is shown in Table 3. The last line shows the 
difference in global discounled damages and discounted abate
ment costs through 2055 between the outcome under the 
Copenhagen Accord and that in the baseline scenario. Abate
ment costs are more than five times the averted damages. For the 
period after 2055 (not showri), however, the ratio is reversed: 
Damages averted are more than four Limes abatement costs. 
Asking present generations-which are, in most projections, less 
well off than .future generations-to shoulder large abatement 
costs would be asking for a level of political maturity that is 
rarely observed. The delayed payoffs reinforce the incentives of 
the nonco,operative equilibrium, so the temptation is high to 
postpone taking the costly steps lo reduce emissions. 

A third issue arises because of the spatial asymmetry between 
winners and losers among countries. The trajectory of net costs 
for selected countries is shown in Fig. 4, and the numerical net 
costs in 2055 are shown in the last column of Table 3. The 
regions designated to undertake the larges! emissions reducrions 
under the Copenhagen Accord are the United States, China, and 
the European Union: The price tag for these regions totals more 
than $1 trillion in discounted costs through 205?. Several other 
regJ.ons, particularly Russia, can e,cpect net benefits in a trading 
regime because they have been allocated excess emissions per
mits. Although poor countries can present reasoned arguments 
why rich countries should take the major emissions cuts rich 
com:itries will weigh their own costs and attempt to shar~ the 
burden more widely. This asymmetry reinforces the tendency of 
countries to move lo their noncooperative equilibrium result
ing in an "apres vous" syndrome in which ·no country takes 
substantial steps. 

A final difficulty arises because the Kyoto and Copenhagen 
regimes have acfopted a cap-and-trade structure. These .have the 
theoretical advanlage that tht!y can coordinate emissions reduc
tions across countries in an efficient manner. However. these 
theoretical advantages have proved illusory to date. An·aly~ts who 
have examined the actual functioning of similar quantitative 
restrictions in different sectors note many difficulties with cap-and
trade that are not fully appreciated in the scientific community (33, 
34). Economists often point to harmonized carbon taxes as a more 
efficient and a.ttractive regime, but these have been generally 
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Table 3. Costs and b e nefits of Copenh agen Accord through 2055 

Costs and benefits (billions of US dollars, discounted through 2055) 

Region Change in damages Abatement costs Permit purchases Net costs 

United States -51 328 228 505 
European Union - 56 160 171 276 
Japan - 12 44 64 96 
Russia -5 92 -176 -89 
Eurasia -4 62 - 150 - 92 
China -52 655 -268 335 
India - 54 185 -1 130 
Middle East - 47 123 -134 -57 
Africa -41 0 0 -41 
Latin America -33 127 154 248 
OHi -18 96 48 126 
Other - 42 188 64 209 
World -413 2,060 0 1,647 

The table Illustrates the regional asymmetry of the Copenhagen Accord. The estimates take the present value 
of abatement costs and averted damages using the Ci!Pltal-weighted International real Interest rate. The last 
column Is the sum of the first t hree columns. OHi, other high income. 

shunned in negotiations, particularly in the United Stales, because 
of the taboo on considering tax-based systems (35). 

The results of the pr.esent study suggest that several policies 
could limit our "dangerous in(erference" with the climate system 
at modest costs. However, such policies would require a· well
managed world and gh:ibally designed environmental policies, 
with most countries contributing, with decision makers looking 
both to sound geosciences and economic policies. Moreover, rich 
countries must bring along the poor, the unenthusiastic, and the 
laggard witl1 sufficient carrots and sticks to ensure \hat all are on 
boarcj and that free riding is limited. 111e checkered history of 
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This paper explores the normative implications of competition amol)g 'local' jurisdictions to 
atlract new industry and income. Within a neoclassical framework, we examine how local 
officials set two policy variables, a tax (or subsidy) rate on mobile capital and a standard for 
local environmental quality, lo induce more capital to enter the jurisdiction in order to raise 
wages. The analysis suggests that, for jurisdictions homogeneous in workers, local choices under 
simple-majority rule will be socially optimal; such jurisdictions select a zero tax rate on capital 
and set a standard for local environmental quality such that marginal willingness-to-pay equals 
the marginal social costs of a cleaner environment. However, in cases where jurisdictions are not 
homogeneous or where, for various reasons, they set a positive tax rate on capital, distortions 
arise not only in local fiscal decisions, but also in local environmental choices. 

1. Introduction

The literature on local public finance contains two sharply contrasting
themes. The first views interjurisdictional competition as a beneficent force 
that, similar to its role in the private sector, compels public agents to make 
efficient decisions. The cornerstone of this position is the famous Tiebout 
mode! (1956) in which individual households choose among jurisdictions in 
much the same way that they choose among sellers of private goods: an 
efficient provision of local public goods results from this process of 'voting 
with one's feet'. Likewise, in the more recent Leviathan literature that views 
government as a revenue-maximizing entity, competition among jurisdictions 
is seen as a powerful constraint on the undesirable expansionary tendencies 
of the public sector. Brennan and Buchanan (1980), for example, argue that 
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competition among governments in the context of the 'interjurisdictional 
mobility of persons in pursuit of "fiscal gains" can offer partial or possibly 
complete substitutes for explicit fiscal constraints on the taxing power' (p. 
184). Competition, by these arguments, can serve its welfare-enhancing 
'disciplinary' function in the public, as well as the private, sector. 

However, a second body of literature contends that interjurisdictional 
competition is a source of distortion in public choices. The general theme 
here is that in their pursuit of new industry and jobs, state and local officials 
will hold down taxes and other sources of costs to households and 
particularly to business enterprise to such an extent that public outputs will 
be prov.ided at suboptimal levels. There are several strands to this line of 
argument. One focuses on 'tax competition' and contends that incentives to 
attract business investment will keep tax rates below levels needed to finance 
efficient levels of public services [Oates (1972, pp. 142-143)1. As Break (1967) 
has put it, 

The trouble is that state and local governments have been engaged for 
some time in a n increasingly active competition among themselves for 
new business .... In such an environment government officials do not 
lightly propose increases in their own tax rates that go much beyond 
those prevailing in nearby states or in any area with similar natural 
attractions for industry . ... Active tax competition, in short. tends to 
pr{)duce either a generally low level of state-local tax effort or a state
local tax structure with strong regressive features. (pp. 23-24). 

Such 'cut-throat competition', as the ACIR (I 981, p. 10) observes, has given 
rise to proposals for federal intervention to 'save the states from themselves'. 

Cumberland (1979, 1981) has develope4 a second strand of the compe
tition argument; it is his contention t_hat local setting of standards for 
environmental quality would be subject to 'destructive interregional compe
tition'. In their eagerness to attract new business and create jobs, state and 
local authorities, Cumberland argues, are likely to compete with one another 
by relaxing standards fot environmental quality so as to reduce costs for 
prospective business firms. Cumberland concludes that national (mininium) 
standards for environmental quality are needed to prevent the excessive 
degradation of the ·environment that would result from state or local 
standard setting. 

The distortion arguments are not, however, fully convincing. If existing 
residents care. about public outputs (including environmental quality), and 
presumably they do, then tax or· standard competition to attract economic 
activity imposes real costs on the citizenry. It is not at all clear that such 
co·mpetition is likely to extend to levels that ultimately result in suboptimal 
public outputs. Stigler (1957), for example, has contended that 'Competition 
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of communities offers not obstacles but opportunities to various communities 
to choose the type and scale of government functions they wish' (p. 216). 
Nevertheless, the possibility of 'destructive competition' surely seems plaus~ 
ible and, in consequence, makes observers (like Cumberland) justifiably 
reticent to vest responsibility for setting environmental standards at state or 
local levels. 

Part of the difficulty is that there exists little systematic analysis of these 
distortionary forms of interjurisdictional competition from which we can 
reach normative conclusions about local policy decisions.' The discussion is 
typically informal, often times anecdotal, and does not establish any soundly 
grounded results. Consequently, one may be geniunely disturbed by the 
possibly detrimental effects of tax and standard competition, but have little 
sense as to their likely importance. 

It is our purpose in this paper to develop a simpJe model of interjurisdic
tional competition that can provide some insights into the basic normative 
issue. Using a standard kind of neoclassical .model of production in tandem 
with a median-voter procedure for making local public decisions, we 
construct a model in which individual communities select both a tax rate on 
capital and a level of local environmental quality. We begin with a basic 
model of homogeneous 'worker' jurisdictions in which we find that simple
majority rule generates socially optimal decisions as regards both the 
taxation of capital and the setting of environmental standards. We then 
extend the model in two di[erent ways. We introduce first a positive tax .rate 
on capital that can have its source either in various realistic constraints on 
the choice of tax instruments or in a Niskanen-type of local government 
behavior; here we find outcomes involving n_ot only fiscal distortions but also 
excessive degradation of the local environment. The second extension entails 
the introduction of mixed communities with both wage-earners and non
wage-earners-. In this setting, the interests of the two groups within the 
community diverge, and the median-voter outcome is no longer socially 
optimal (unless some rather unlikely sorts of cooperation take place). 

As this Introduction suggests, one of the interesting features of the model 
is that it incorporates into the decision process two distinct sources of 
interjurisdictional competition: local taxation and the choice of environmen
tal standards. As the analysis will show, the joint determination of these two 
policy variables within a community can involve some intriguing interrela
tionships between revenue and environmental considerations. 

2. The basic model 

In this section we set forth a simple model that we believe captures the 

1There is some recent theoretical worlc on tax competition. See, in particular, Mintz and 
Tulkcns (1986), Wilson (1985, 1986), and Zodrow and Micszkowski (1983, 1986). 
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spmt of interjurisdictional competition. ln fhe model, jurisdictions compete 
for a mobile stock of capital by lowering taxes and relaxing environmental 
standards that would otherwise deflect capital elsewhere. In return for an 
increased capital stock, residents receive higher incomes in the form of higher 
wages. The community must, however, weigh the benefits of higher wages 
against the cost of forgone tax revenues and lower environmental quality. 

We envision with a large num.ber (say n) of local jurisdications, where the 
jurisdictions are sufficiently large that: 

(i) individuals live and work in the same jurisdiction, and 

(ii) pollution generated in one jurisdiction does not spill-over into another. 
Suppose that each of these n jurisdictions produces a private good, Q, that 

is sold in a national market. Produ1;tion requires capital, K, labor, L, and 
polluting waste emissions. E, where we treat E as a non-purchased input. We 
posit further than the production function exhibits constant returns to scale 
and possesses all of the nice curvature properties of a standard neo-classical 
production function. 

An important part of the model is the specification of local environmental 
policy and the way in which it impinges on local productive activity. We 
shall assume that the local government sets a standard for local environmen
tal quality: it specifies, for exampie, that the concentration of pollutants in 
the environment shall not exceed some physical quantity. This standard then 
translates into a limitation on the aggregate level of waste emissions in the 
locality. The local environmental authotity thus effectively determines LE 
for the jurisdiction. We will assume further that this aggregate is allocated 
among firms according to some measure of their level of productive activity. 
More predsely, we posit that a firm's allowable emissions are directly 
proportional to its labor force. Environmental policy thus determines the 
emissions- labor ratio, ci:, in the jurisdiction.2 If we define k to be the 
capital- labor ratio, we can write the production function for a particular 
jurisdiction as:3 

Q=F(K,L,E) 

=Lf(k,a). ( 1) 

2Thcre are obviously other way$ in which one could specify the form or locnl environmental 
policy. The form we have· chosen, in addition to seeming reasonable, facilitates the analysis. As 
will become evident, it allows us to capture the effects or environlJ\ental policy both on 
environmental quality and on 1hc: produclion of outpul in terms or a single parameter, ex, lhal 
enters bolh the production and u1ili1y runctions. It is not inconsistent, incidentally, for a lo 
correspond both to a particular level or aggregate. emissions and to a specific C'!)issions-lnbor 
ratio, ror (as we will note shortly) the labor input in a jurisdiction is taken to be fixed; Finally, 
we stress that none or the basic results of the paper changes if communities use certain other 
·policy loots ·such as Pigouvian taxes on emissions rather than 1he command and controi strategy 
we have assumed here. See Oales and Schwab ( 1987)" for a. discus.~ion of this point. 

3For notali.onal simplicily, we shall not employ a superscript to denote a particular 
jurisdiction, allhough "the functions arc-understood to· be._jurisdiction-spccilic. 
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While the production function exhibits constant returns to scale in all 
inputs, the nature of environmental policy allows firms to act as though there 
were constant returns to scale in just the purchased inputs, capital and labor. 
If a firm doubles its input of labor, it is allowed to double emissions; 
therefore, a doubling of capital and labor implies a doubling of all · inputs 
and, hence, output. In equilibrium, we will then observe firms that are of 
finite (tho"Qgh indeterminate) size earning zero profits. 

Throughout the paper we use subscripts to denote partial derivatives, and 
we therefore write the marginal products of capital, emissions, artd labor as 
1,,., f,,, and (f - kfk - af.). We assume that margin.al products are diminishing 
and that increases in a. raise the marginal product of capital; hk and J04 are 
therefore negative and fka is positive. 

We also assume that there is a fixed stock of c<;tpital in this society which 
is perfectly mobile (at least in the long run) across jurisdictions. This capital 
is distributed so as to maximize its earnings, which implies that the return to 
capital, net of any local taxes, will be equated across jurisdictions.4 All of 
the communities are small in the sense that they treat this rate of return as a 
parameter. This is analogous to an assumption of perfect competition in 
product markets; just as perfectly competitive firms believe tl,.ey have no 
influence on price and therefore behave as price-takers, these competitive 
communities take the rate of return on capital as given.s The community 
raises tax revenues by levying a tax. of t dollars on each unit of capital; per 
capita tax revenue T is then tk.6 Capital receives its marginal product A, 
and therefore given some rate of return r available in other jurisdictions, the 
local stock of capital will adjust so tl1at 

(2) 

Labor, in contrast, is perfectly immobile.7 We assume initially that each 

4We assume. that the ownership of capital 10 this society hns been determined exogenously. 
There is no requirement in the model that people necessarily own capital in their community; 
ca~ital is traded in a national market. 

For a model more in the spirit of 'imperfect competition' in which there is explicit interaction 
between the policy decisions of two competing jurisdictions, see Mintz and Tilllcens (1986). 

6We can extend the model by introducing local public goods that provide services to capital 
such as roads and police and fire prQtection. Suppose that each unit of capital requires services 
which cost s dollnrs. If the ta~ (ale on capi!al is t', then we can thinlc of I as the di!J'ere'!ce 
between !' and s (i.e. as the tax on capital in excess of the cost of services consumed by capital). 
t , incidentally, can be negative in which case it would indicate a l!nll sµbsidy to capital. 

7We c1ssume. labor to be immobile for two reasons. First (and most obvious), it greatly 
simplifies the analysis .. And, second, it seems an appropriate assumption in view of the policy 
problem under study. More specifically, we arc considering the decisions of a given pqpulation 
as they relate to the innow and outnow of business investments that generate ·1ocar income. The 
analysis thus focuses on how existing residents view the effect of their collective choices on 
intcrjurisdictional movements of capital. However, as we have shown in Oates and Schwab 
(1987), all of the basic results in this paper emerge from a mod~ in whicll labor is perfectly 
mobile and the size of each community is fixed. We thank Robert Lee for raising the mobiliiy 
issue with us. 
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community consists of individuals identical in both tastes and productive 
capacity and whose pattern of residence across jurisdictions is 'historically 
determined'. Each individual puts in a fixed period of work (e.g. a 40-hour 
week). The labor market is perfectly competitive, and the real wage w. equals 
the gains from hiring an additional worker, w is then t he sum of (i) the 
marginal prod1.1ct of labor, and (ii) the additional output stemming from the 
increase in permitted emissions, a.f.; under constant returns to scale, w then 
equals (f - kft)-

Each of the identical residents receives utility from consumption c and 
from the local level of environmental quality. Since environmental qmility 
depends on the local choice of a, we can write 

u == u( c, a), (3) 

where u is a quasi-concave function that is increasing in c, but decreasing in 
ex. (i.e. a. is a 'bad', and therefore u0 is negative). 

Each resident's income consi.sts of an exogenous component y, wages w, 
and tax revenues T collected from capital.8 The budget constraint for any 
representative individual then requires: 

c==y+ w+ T 

(4) 

Note that an individual has two roles here. First, he is a consumer, seeking 
in the usual way to maximize utility over a bundle of goods and services that 
includes a local public good, environmental quality.9 And, second, he 
supplies labor for pr9duclive purposes in return for his income. From the 
latter per$pectiv.e, residents have a clear incentive to encourage the entry of 
more capital as a m eans to increasing their wages. Bu.t this jurisdiction must 
com_pete against other jurisdictions. To attract capital, the community must 
reduce tax:cs on capital (which lowers income and, therefore, indirectly lowers 
utility) and/or relax. environmental standards (which lowers utility directly). 
These are the tradeoffs inherent in interjurisdictio nal competition. 

8It i& easiest to think of the tax revenues from capital simply being d istributed on an equal 
per-capita basis to the residents or the community;_ this is how we shall treat these revenues. 
Alternatively (and equiva lently), we co uld envision these revenues as being employed to linarJce 
.outputs of various local public goods with a corresponding reduction in local tax payments by 
residents. 

9For simplicity, we have not, at this j uncture, incorporated into \he model the rest of the 
public sector. Instead, we simply assume that,- behind the· scenes, the local government prnvides 
efficient quantities of the various local public _goods which it lin;mccs through the imposition of 
lump-sum taxes. We return to this matter lalcr. 
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2.1. The median-voter outcome 

The interesting normative issue here is whether there is any systematic 
tendency for residents to choose other than optimal values for a and t. To 
address this issue, we must specify a collective-choice rule for the determi
nation of these two policy parameters and then compare the outcome under 
this rule to the socially optimal outcome. For this purpose, we adopt in this 
section the widely used median-voter model as the mechanism for determin
ing a and t. Since all individuals within a jurisdiction are in every respect 
identical, we can determine the median-voter outcome by maximizing the 
utility of any representative consumer.1° Formally, the median-voter model 
requires the maximization of the utility function in eq. (3) subject to the 
budget constraint in (4) and the constraint on the rate of return in (2). 

The first-order conditions for the solution to this problem are: · 

(Sa) 

(5b) 

(Sc) 

(5d) 

where ,1,1 is the Lagrange multiplier associated with the budget constraint 
and J.2 is the Lagrange multiplier associated with the constraint on the rate 
of return. From these conditions, we find that maximization requires: 

t=O, 

-uJu,=f.. 

(6a) 

(6b) 

Eq. (6a) indicates that the community should set the tax rate on capital 
exactly equal to zero. It should neither try to attract capital by offering a 
subsidy (t <O), nor try to raise any revenue by taxing capital (t>0).11 Eq. 
(6b) says that the community should choose a combination of consumption 
and environmen1al standards such that its marginal rate of substitution 
between the two is equal to h, the 'marginal product of the environment'. 

10 With identical persons. we could just as well invoke a beneficent local official who chooses 
the parameters of public policy so as to maximize the welfare of the residents of the jurisdiction. 

11 If capital requires local public services (sec footnote 6), then (6a) would indicate that the 
community should set a tax on capital which exactly covers the cc;,st of those services. Where 
head la11cs are availnblc, Zodrow and Mieszkowski ([983) also find that a tax rate of zero on 
capital is optimal. 
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We offer the following interpretation of these results. The rate of return 
constraint implies that we can write the community's budget constraint: 

c=y+ (f - kfk)+(fk-r)k 

= y+(f - rk). (41 

Wage and tax income are thus always equal to the surplus which remains 
after output has been sold and capital receives its market-determined rate of 
return. The community is much like a perfectly competitive firm that has a 
fixed quantity of labor but can vary its capital. Like such a firm, the 
community maxim,izes its net income by choosing a capital stock such that 
the marginal product of capital, f,., equals_ its price, r, But if fk eq_uals r, theJ.l 
the tax rate, t, must be zero; the community thus takes all its surplus in the 
form of wages and none as tax revenues. 

We can gain further insight 'into the setting of environmental policy as 
described in eq. (6b) by considering the impact of a small change in a. on 
consumption. From the budget constraint, the change in consumption is the 
sum of the change in the wage and the change in tax revenues. We thus i.-ce 
that environmental policy has two distinct effects on consumption: a 'wage 
effect' and a 'fisca.l effect'. 

Consider first the wage effect. Differentiation of the wage equation s)lows 
that a tightening of environmental policy taking the form of a decrease in a 
of dt:J. would reduce wages by U~- kf,.,,.)da. if the capital stock remained 
constant. This is the direct effect. Tightening environmental policy, however, 
must cause the capital stock to fall in order to maintain the rate of return r, 
and therefore the wage rat.c falls further. If the change in the capital. i;tqck is dk, 
then this additional change in w must be -(kf,.,.) dk; total differentiation of 
eq. (2) shows that dk must equal -(f...Jf..,.) da, and therefore the indirect 
effect of tightening environmental standards is a fall in the wage of kfk« d«. 
The sum of the indirect and direct effects of a decrease in ex on the wage is 
thus J. dcx. This is the wage effect of environmental policy. 

Now consider the fiscal effect. The change in tax revenue, dT, is tdk. From 
the discussion above, dk is - (/tJfu) dcx, and therefore the fiscal effect of 
environmental policy must be - iUt.ff..,.) dcx. 

The total effect of a decrease in a. on consumption is lhep: 

dc=dw+dT 

= J. dcx - t(f,..Jf,.k) da.. (7) 

However, if the tax rate has been set equal to zero, the fiscal effect vanishes; 
the change in consumption, in this case, is simply equal to the change in the 
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wage, J,,da. Maximizing behavior thus implies that the community will set ex 
so that the change in wage income equals the marginal willingness-to-pay for 
environmental quality, - u,,fu,. But the change in wage income, as we see 
from (7) with t = 0, is precisely equal to the increment in output associated 
with a marginal change in environmental policy. Since the wage effect equals 
the 'output effect' of a marginal change in oc, we find in (6b) that local 
environmental decisions are such that the marginal willingness-to-pay for 
environmental quality equals the 'marginal product' of the environment. 

It is important to stress that the determination of the environmental 
standard and the tax rate on capital are closely intertwined. In particular, if 
the tax rate (for whatever reason) is non-zero, then the marginal rate of 
substitution will no longer equal the marginal product of the environment, 
since in that case the fiscal effect will not vanish. We return to this issue in 
section 3 of the paper. 

2.2. Efficiency in the basic model 

We know that perfect competition among firms leads to efficiency; we wish 
to know if competition among communities also fosters efficiency. Efficiency 
requires that we maximize the utility of a representa tive consumer in one 
community subject to three constraints: (i) we allow a representative 
consumer in every other community to reach a specified level of qtility 
(which may vary across communities), (ii) aggregate production in the society 
equals aggregate consumption, a nd (iii) we allocate society's stock of capital 
among the n communities. The necessary conditions for the solution to this 
problem require: 

- ui 1u1 = Ji ,· I 2 n a/ C <t> = • , • • • , t 

Ji=fl, i,j= 1,2, ... ,n. 

where the superscripts refer to commun'ities. 

(8a) 

(Sb) 

As we argued above, if eq. (8a) did not hold in some community, then it 
would be possible to change ex and consumption in that community so as to 
increase welfare; if (8b) did not hold, it would be· possible to increase 
aggregate output by moving capital from a community where the marginal 
product of capital is low to a community where it is high.12 

It is clear that these conditions will be satisfied under the basic model we 
have described .. The aggregate demand for _capital at some rate of return r is 
the horizontal summation of the communities' demand curves. The market 
will clear at a rate of return r• which equates aggregate demand and 

12Note that since environmental quality is a non-traded good, ii is nol necessary that the 
marginal product of the environment or the marginal rate of substitution between consumption 
and the environment be equal across communities. 
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society's fixed stock of capital. We showed that all communities would set a 
tax rate of zero, and therefore the marginal product of capital in all 
communities will be r•, satisfying (8b). We also showed that if each 
commun'ity maximizes the utility of a representative consumer, then it will 
equate the marginal rate of substitution between c and cc and the slope of the 
consumption possibility curve, thereby satisfying (Sa). In our basic model, 
competition among jurisdictions is thus conducive to efficient outcomes. 

We can offer the following interpretation o( these results. We showed 
above that the marginal private cost of improving environmental quality 
(measured in terms of forgone consumption) must be J,,, inasmuch as f. is 
the change in the wage and there is no ·fiscal effect of environmental policy 
when the tax r-ate is set at its optimal 'level of zero. We also showed that the 
communit_y maximizes utility by equating the marginal private cost of 
improving environmental quality and marginal private benefit. But clearly, f. 
is also the marginal social cost of tightening standards, since fa represents 
society's forgone consumption. Thus, utility-maximizins behavior promotes 
efficiency in this model because society's and the community's evaluation of 
the costs and benefits of environmental policy are identical.ll 

3. The interaction betwe.en tax and environmental policies 

We showed above that if communities set the optimal tax on capital of 
zero, then competition would lead jurisdictions to estaplish efficient 
standards for environmental quality. As we discuss below, however, commu
nities may choose to tax or subsidize capital for a variety of reasons. In this 
section of the paper we exam.inc the choice of environmental policy when tax 
policy has not been set optimally. 

3.1 . Capital taxation as a 'second-best' tax 

Communities may be forced to tax capital if they are unable to finance 
local public goods by imposing a non-dfstorting tax such as a head tax; fiscal 
constraints may thus result in the adoption of a levy on capital as a 'second
best' tax. Recently, Wilson (1986), Zodrow and Mieszkowski (1986), and 
Wildasin (1986) have shown that communities will underprovide local public 
goods if they must rely on a tax on capital. The argument is basically as 
follows. Communities realize that as they raise the tax rate to finance the 

13Given our assumption that jurisdictions are sufficiently large thal pollution created in one· 
jurisdiction does not spill-over into another, there is no divergence between "the. marginal private 
benefit and marginal social benefil of reducing pollution. If there exisi any intcrjurisdictfonal 
externalities occasiont:d by the lransport of polluiion from one community to another, then (for 
the usual sorts or reasons) local choice will not generate a socially optimal outcome. For an 
excellent general treatment of a variety of inierjurisdictional externalities, see Gordon ( I 983). 
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local public good, they will drive out capital. Thus, they raise the tax rate 
only to the point at which the cost of the public good, including the negative 
effects of a smaller capital sto.ck, equals the benefits. But as Wildasin (1986) 
explains, the social cost of local public goods is less than the private cost, 
since capital that leaves one community will be deflected to another. Thus, 
underprovision of local public goods arises, because communities fail to take 
into account the beneficial externalities they confer on other communities. 

Our purpose in this section fa to show that the taxation of capital also 
distorts the choice of environmen tal standards. One way to establish this 
point is to introduce a local public good explicitly into the median-voter 
model developed in section 2 of the paper; in the presence of such a good, 
tax revenues must be positive. We present such an expanded model in the 
appendix. But we can also make our basic point somewhat more simply. 

Suppose the community has chosen some positive tax rate t. We might 
then ask what level of environmental policy ~ the community should choose 
in order to maximize u(c,a) subject to the rate of return constraint: in (2) and 
the budget constraint in (4). The analog to eq. (6b) for this problem is 

· - uJu. = f,, - t(f,.JJ u), (9) 

It is clear in (9) that the social benefit from improving the environment, 
- uJu,, will exceed social cost, J., inasmuch as all of the terms on the 
right-hand side are positive except f,,,4; therefore, environmental quality is set 
at an inefficiently low level. This contrasts with our earlier result where we 
found that social costs and benefits would be equal if the community chose 
the optimal lax rate of zero. 

The interpretation is straightforward. From the discussion of eq. (7), it is 
clea.r that the first term on the right-haod side of (9) is the wage effect of 
environmental policy and that the second term is the fiscal effect. Thus, (9) 
shows that the community will continue to tighten environmental standards 
to the point that willingness to sacrifice the composite good equals the sum 
of lost wages and forgone tax revenues. The lost wages, as shown above, are 
equal to lost output (i.e. the wage effect equals the output effect); the for.gone 
tax revenues (the fiscal effect) thus represent a wedge between the private and 
.social cost of improving the environment. 

3.2. An alternative model of public choice 

We can get a result similar to that in the preceding section without 
actually constraining the community to tax capital. Instead, we can invoke 
the spirit of some of the recent public-choice literature which posits that 
government agencies have their own set of concerns in the political arena 
that typically are not in complete harmony with the interests of their 
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constituents. One common hypothesis [with Niskanen (1977) as its source] is 
that bureaucrats seek to maxim'ize their budgets. Salary, perquisites of office, 
reputation, power, and the capacity to award patronage typically rise as the 
agency's budget expands. 

rn the Niskanen spirit, we thus specify a go.vernment objective function, g, 
which has two arguments: revenues from the taxation of capital T (which arc 
equal to tk) and the utility of a representative voter: 

g =g[T, u(c, o:)], (10) 

where we would expect the partial derivatives of g with respect to T and u to 
be positive. We include the utility of voters since government, even if its 
central concern is to maximize its own welfare, cannot entirely ignore the 
well-being of its constituents. We thus envision a government which must 
balance its desire to realize the benefits of higher taxes today against the. 
possibility that the voters will 'turn the rascals out' tomorrow. 

It is not difficult to show that the maximization of this objective function 
subject to the community's budget constraint and the constraint on the rate 
of return on capital implies that government will set a positive tax rate on 
capital and that the marginal social benefit of further improving the 
environment will exceed marginal social cost, i.e. environmenta l quality will 
be set at an inefficiently low level. The i11tuition behind these results is 
straightforward. the Niskanen public agent derives utility from increased tax 
revenues. This provides an incentive to entice capital into the jurisdiction 
with lax environmental standards so as to increase the tax base. Thus 
environmental policy again has a fiscal effect as it provides a further means 
by which the bureaucrat can generate additional tax revenue, and this fiscal 
effect leads to excessive local pollution. 

3.3. Efficiency under distorting taxes on capital 

Our analysis of the interactjon between tax and environmental policies 
suggests that it is important to pay close attention to the notion of'efficiency. 
We argued above that if an omnipotent planner faced only the three 
constraints we described, then, as shown in (8a), this planner would choose 
an environmental standard for each community such that -u~u~ equals f~
lt is not true, however, that (8a) is the efficiency condition for the choice of 
an environmental standard in the presence of distorting local taxes on 
capital.14 

To see this point, consider the special case where the society consists of 

14 We thank an anonymous referee for bringing this issue to our attention and working out its 
implications. 
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only two communities. Suppose we wish to maximize the utility of commun
ity 1 residents subject to the constraints that we allow community 2 residents 
to reach some given level of utility, that consumption equal production, and 
that we allocate society's fixed stock of capital between the two communities; 
a fourth constraint requires that ther:e be a wedge between the marginal 
product of capital in the two communities of (t1-t2) . The solution to this 
probem requires: 

(ll) 

where µ is the ratio of the number of workers in the two communities, L1 
/ L 2• 

Clearly, if (t1 -t2
) were zero, then (11) reduces to (8a). If this wedge is 

positive, however, then efficiency requires the marginal social benefit from 
reducing pollution in community 1, -uJ/u1, to exceed the marginal product 
of the environment in 1, /; . The explanation is as follows. If the environ
mental standard in 1 were relxed, capital would flow from 2 to 1 in order to 
maintain the wedge between the marginal product of capital in the two 
communities. Aggregate output would rise by the product of the difference in 
m_arginaJ products and the flow of capital. Efficiency requires us to loosen 
the standard in 1 to the point that the marginal social loss from increased 
pollution equals the gain in output. Thus, communities that set high tax 
rates should set relatively lax environmental standards to offset the distor
tions introduced by fiscal policy. 

4. Another extension of the basic model: Environmentalists vs. advocates of 
economic growth 

While we believe that our simple model captures the spirit of interjurisdic
tional competition, there is an important intrajurisdictional dimension to 
such behavior that cannot be addressed in a model with a homogeneous 
population. In particular, several empirical studies stress that the 
'environmental-jobs' tradcoff often involves an intense conflict of interest 
among different constituencies within the local community: There are 
frequently conservationist groups whose opposition to economic development 
and the associated environmental degradation runs directly counter to the 
interests of those whose employment and income depend on the entry of new 
industry. Deacon ~nd Shapiro (1975), for example, in a study of voting 
behavior on a conservationist measure in California; found a significant 
propensity for ' laborers and construction craftsmen' to oppose the conser
vation act, reflecting presu~ably their preference for economic developme_nt 
and new jobs. Likewise, in a study of a pulp-mill referendum in New 
Hampshire, Fischel {1979) found systematic tendenqies for 'laborers' to favor 
the mill and for 'profe.ssionals' to oppose it. This suggests that we extend the 
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model to encompass individuals with different cfrcumstances and interests, 
and observe how this affects local decisions on public outputs and taxes. 

To put the results in the sharpest perspective, we return to our basic 
model and introduce one new element. We assume that the community now 
contains two types of people. The first type are, like before, wage-earners; for 
them, the presence of more capital implies a higher wage rate, and, hence, an 
increase in income. In contrast, the other subset consists of individuals who 
have no wage income. Members of this second group have an exogenous 
component of income supplemented by their share of revenues from the 
taxation of capital. There thus arises a potential conflict of interest between 
the two groups in the community: workers, L, have an incentive to 
encourage the influx of capital as a source or bjgher wage income, while non
wage-earners, N, without this incentive are likely to be more concerned with 
the environmental deterioration that can accomp"rty an increased stock of 
capital. Tf)e two groups arc unlikely to sec eye-to-eye on the tradeoff 
between environmental quality and jobs. We shall characterize. outcom~s in 
such a divided community for two distinct cases: a worker majority and a 
non-worker majority. 

4.1. Worker-majority outcome 

Let us assume first that the group of workers constitutes the majority (i.e, 
L > N) and that, under median-voter rule, this group enforces its will on the 
community as a whole. Assuming (as before) that workers are homogeneous 
in every way, we need simply maximize the utility of a representative worker 
subject to the relevanL constraints. On first inspection, this would seem to 
pose an identical problem to that in our initial model. However, this 'is not 
quite so; there is an important difference with significant implications for the 
outcome. In particular, the presence of non-wage-earners introduces an 
asymmetry affecting wage income, but not the division of lax revenues. 
Instead of eq. {4), the budget constraint for the rcpresentive worker becomes: 

c=y'+w+T 

=l+ f - kh+Otk, (4") 

where O = L/(N + L} and y 1 is per-capita exogenous income for wage-earners. 
In the last term on the RHS of (4"), we now have the parameter 0, reflecting 
the (equal) division of tax revenues among non-wage-earners as well as 
workers. The presence of 9 results in certain changes in the first-order con
ditions; in place of (Sa) through (5d), we now find that 

(5a') 
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(5b') 

(5c') 

(5d') 

with the parameter 0 entering into (5c') and (5d'). 
By suitable rearrangement, we find that utility maximization of the subset 

of workers requires [instead of (6a) and (6b) as earlier] that 

(1-8) t= 8 kf,,,k, (6a') 

- u~ !1«z 
- , =l.,.-0t-;:- , 

u, Jk/c 
(6b') 

In contrast to our earlier results, workers no longer desire a zero tax rate on 
capital; in fact, (6a') is unambiguously negativ~. indicating that the worker
determined outcome implie$ a subsidy to capital. The rationale for this result 
is clear. Workers reap all the gains from the increased wage income 
associated with a larger capital stock, but they no not bear the full cost of 
the subsidy to capital - some of the cost of the subsidy falls on non-wage
earners. Thus, a small change1 dt, from zero in a negative direction yields an 
increase in wages (that although. equal to the subsidy to capital) exceeds the 
part of the subsidy subscribed by the group of workers. 

Similarly, we find a change in moving from (6b) to (6b'); workers, in a 
sense, now prefer a somewhat higher level of environmental quality as their 
marginal rate of substitution is now less than fa.. This result re.fleets the fiscal 
effect of environmental policy; since t is negative, workers must take into 
account their share of higher subsidy payments if they choose to increase a. 
Workers therefore find it in their interest to raise wages by subsidizing 
capital directly rather than by relaxing environmental standards. 

4.2. Non-wage-earners in the majority 

Our second case involving a majority of non-wage-earners (i.e. N > L) is 
more straightforward, since the tradeoff for these individuals is simply 
between environmental quality and revenues from the taxation of capital. 
Here we maximize the utility of a representative non-wage-earner su'bject to 
the relevant constraints - that is, we maximize (3) subject to (2) and t.hc 
applicable budget constraint: 
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c= y"+ 0tk, -(4"1 

where y• is an exogenously-determined component of income. By suitable 
manipulation of the first-order conditions, we obtain: 

l= -kf,.,., (6a") 

(6b") 

In contrast to (6a') for the workers, (6a") is unambiguously positive: 
non-wage-earners desire a positive tax- on capital. Eq. (6b") embodies a pure 
'fiscal effect' .in the choice of environmental standards; it indicates that the 
MRS of non-wage-earners for environmental quality should be set equal to 
the marginal fiscal gains per capita from the taxation or capital. These two 
conditions, incid'entally, imply a kind or Laffer-curve effect: if we hold a 
constant, we see that the derived tax rate on capital is such that the change 
in revenues from the ·tax is zero. To see this, let T = 0kt = per-capita revenues 
from the taxation of capital. Then, 

dT=0(kdt +tdk). (12) 

From our return-on-capital constraint, (f,.- t)=r, we obtain Ju dk = dt. 
Substituting this and (6a") into eq. ( 12), we (ind that: 

dT=0(kf,.k dk - kfu dk) = 0. ( 13) 

The results for our two special cases of worker-majority rule and a 
non-wage-earner majority make two basic points. First, the desired policies 
of the two groups clearly differ. Workers wish to subsidize capital in order fo 
augment their wage income, wbile non-wage-earners, in contrast, want to tax 
capital as a source of revenues. Likewise, the two groups will prefer different 
levels of local environmental quality; there is some presumption that wage
earners will opt for a lower level of environmental quality (i.e. a higher value 
of a) than will. non-wage-earners, although we have not been able to 
demonstrate this as a general result. u 

15 Eqs. (6a1 and (6b') together imply that the wage-earner's marginal role or substitution or 
consumption ror environmental quality will be (f.-kf,.)+ Okf...; similarly, (6a") und ·(6b•J imply 
that lion-wage-earner's MRS will be Okjj •• (f.-k/1,) is the derivative of the wage rate with 
respect' to a and is presumably positive. it does not seem possible, however, to detennine 
whether the tmn common ro both will tnke on a ·lilrger vnlue in the wage-earner or non-wage
earncr equation; we ca,n establish that O (by definition) is larger in the wage-earner case, but 
there seems to be no such general claim concerning the relative value or I< und Ji •. The terms 
that we can sign thus point to a higher MRS for w11ge-carners and suggest thut wage-earners 
will _choose a lower Jevel or environmental quality. But this result is clearly not- general; this 
would require ;i num~r of rurthcr assµmptions regarding the preference runctions and .levels of 
relative income. 
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Second, it is evident that the outcome under a majority of either group is 
not socially optimal. The conditions for the maximization of social welfare 
arc, as we saw earlier, satisfied by the median-voter outcome for a system of 
homogeneous j urisdictions of wage-earners. But if the jurisdictions are 
divided between workers and non-wage-earners, not only will there be a 
divergence of desired policies within each community, but the median-voter 
outcome will not, in either case, be an economically efficient one,l6 

In concluding this section, we would note that although we have framed 
the conflict of interests as involving environmentalists versus growth advo
cates, we have not assumed that there are any systematic differences in 
preferences between the two groups. One might, for example, postulate that 
certain groups possess· utility functions that place a greater weight on 
environmental amenities than do those of others. However, it is not 
necessary to make such a distinction to provide a source for such conflicts of 
interest. In this section, the divergence of .interests has its source solely in 
differing economic circumstances: the income of one group depends on the 
local stock of capital, while that of the other does not. The tension between 
the two groups thus represents a special case of a more general phenomenon 
under which one group attempts to use the fiscal system in order to 'exploit' 
the other. Workers attempt to saddle non-wage-earners with subsidies to 
capital that raises wages, while the latter group seeks to tax capital so as to 
enhance local revenues at the expense of wages. This model may, inciden
tally, have some explanatory power. As we have seen, the subsidization or 
capital makes little sense in our basic model with a homogeneous popula
tion. Yet we know that states and localities often engage in vigorous efforts 
tq a ttract new business capital. Perhaps this is 'best understood as an effort 
of certain interest groups to further their ends at the expense of the 
remainder of the populace. 

5. Summary and concluding remarks 

To summarize our results, we present in table 1 the outcomes for our basic 
model of homogeneous jurisdictions of workers [0=L/(L+N)= 1], for our 

16The inefficiencies that characterize either outcome indicate that there are potential 'gains
from-trade' b;tween the two groups in the setting of policy, since both of our majority-rule 
outcomes lie inside the utility-possibilities frontier. If there were some mechanism to reach a 
'cooperative' solution. welfare gains would be possible. It is a straightforward mailer lo describe 
such a cooperative outcome by solving for the Pareto-efficiency conditions for the community as 
a whole. Such an exercise demonstrates that the cooperative solution invol.ves zero taxation of' 
capital and a Samuelsonian condition for the level of environmental quality. These coriditions 
.(like those for our basic model) satisfy the sociJil optimality conditions for the system as a whole. 
It is not easy, however, lo envision a mechanism to facilitate such cooperative action. There may 
in some instances e)list other issues so that some kind pf log-rolling maneuver may permit an 
.approximation lo the cooperative outcome. But, more generally, there do not seem to exist 
institutions to accommodate the necessary bargains. 
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Case 

11=1 

Tux-constrained 

Niskanen 

1/2<11< 1 

0<11< 1/2 

Table I 

Summary of results. 

Tax ralc Marginal rate of subs1i1u1ion 

t=O 

l>O 

l>O 

(
1-11) I= 0- kfu<O 

tax-constrained case, for our Niskanen model with .revenue maximiz;ttion, 
and for our two cases involving mixed jurisdictions. The homogeneous case 
generates a socially optimal outcome, while the remaining cases do not. 

The results of the analysis arc admittedly somewhat mixed, but they do 
have some interesting implications. For instances of relatively homogeneous 
communities where the benefits and costs of public programs a:re clearly 
understood and where public decisions reflect the well-being of the jurisdic
tion's residents, the analysis indicates that outcomes will tend to be roughly 
efficient. Such communities will tend to select both incentives for new 
industry and standards for local environmental quality that are socially 
optimal. Io this regard Fischel ( 1975) demonstrated some years ago that, in a 
simple framework in which firms pay communities an entrance fee in 
compensation for environmental damage, a socially efficient allocation of 
firms and environmental quality results. Our basic model in a sense replicates 
Fischel's results, although the mechanism for compensation in our model - a 
higher wage - is somewhat different from the direct payment in the Fischel 
model. Nevertheless, it achieves the same result. In our basic moc:lcl, 
interjurisdictional competition is efficiency-enhancing. 

As we have seen, however, there arc fhree distinct sources of potential 
distortion in local decision-making. First, if the jurisdiction d oes not have 
access to efficient tax instruments - if, as in our analysis, it is constrained to 
tax capital - then distortions occur in both fiscal and environmental 
decisions. More· specifically, communities, because of the fiscal effects asso
ciated with environmental decisions, will opt for a socially excessive level of. 
pollution. Second, if public decisions deviate from the will of the electorate 
(as in our Niskanen model), then efficient outcomes, not surprisingly, are not 
to be expected. In par~icular, we found that (as in the tax-constrained case) 
revenue-maximizing behavior will lead to excessive taxation of capital and 
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suboptimal environmental quality in the jurisdiction. And third, conflicts of 
interest within a heterogeneous community can also inlroduce distortions 
into public decisions. Depending on which group gets the upper hand, such 
connict can result in either the taxation or the subsidization of capital with 
consequent inefficiencies in decisions on environmental amenities. 

In concluding the paper, there are two further issues that we wish to raise. 
The first concerns the meaning of the term 'local' in the analysis. We have 
used this term in a rather imprecise way to refer to units for decentralized 
decision-making. But the question arises as to the sorts of units to which the 
analysis would presumably be applicable. We can offer a few obs~rvations on 
this. It is clear that the units cannot typically be the smallest units of local 
government such as municipalities within a metropolitan area, As we noted 
earlier, the jurisdictions in our model are sufficiently large that residents live 
and work within their boundaries and that pollution generated in the area 
does not spill across these boundaries. This would suggest that the units 
suitable for decentralized choice under this framework would have to be at 
least as large as metropolitan areas and perhaps, in some instances, larger -
state boundaries might, for certain pollutants and commuting patterns, 
provide the best approximation. At any rate our analysis clearly does not 
refer to the standard Tiebout kind of community where individuals may 
work in a jurisdiction other than that in which they reside. What is involved 
here are larger jurisdictions: metropolitan areas or perhaps even states or 
regions. 

Second, our colleague Peter Murrell has raised a troublesome issue that 
we have not attempted to incorporate into the formal analysis: the well-being 
of future generations. Certain dimensions of environmental quality, if 
degraded by current generations, are not easily restored later. The develop
ment of wilderness areas and the creation of certain forms of long-lived, 
hazardous wastes come quickly to mind. The issue here is that the concern 
for future generations is, in one important sense, more difficult to incorporate 
in local policy decisions than at the national level. In particular, the well
being of one's own progeny is unlikely to depend in important ways on 
environmental decisions within one's present 'locality. An individual's children 
and their offspring will probably live elsewhere so that their 'environmental 
heritage' under a system of local decision-making will be determined by 
others. This may well result in a form of myopia under local standard-setting 
that leads to socially suboptimal levels of environmental quality for one's 
descendants. In principal, at least, more centralized decision-making should 
serve to 'internalize' these concerns and provide better representation of the 
interests of those yet to come. This is, however, a complicated matter. As 
William Fischel and Bruce H amilton have pointed out to us, in a setting of 
mo bile individuals, the phenomenon of capitalization would provide some 
protection for the interests of future generations. Decisions that. lead to 
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degradatiQn of the local environment at some later date will be reflected in 
reduced current property values. Capitalization of future streams of benefits 
and costs can thus compel even myopic decision-makers to take cognizance 
of tbe future. 

Appendix 

In this appendix we explicitly incorporate a local public good into our 
median-voter model. Let z be per-capita consumption of the public good 
which the community purchases al a price p, and continue to let c be a 
composite private good which serves as the numeraire. Suppose, initially, that 
the community can finance the local public good with a combination of head 
taxes and taxes on capital. The first-order conditions for a welfare maximum 
in this problem require: (i) the community must set the tax. rate on capital 
equal to zero and thus finance the public good entirely through the head tax; 
(ii) the marginal rate of substitution between a. and c must equal [.; and (iii) 
the marginal rate of substitution between z and c must equal p. The first two 
of these conditions are consistent with the discussion in section 2 of the 
paper; the third is not surprising. 

Now suppose that we rule out the use of the head tax and require that the 
public good be financed entirely by taxing capital; this is, we require: 

pz= tk. {A.l) 

The problem then becomes; maximize u(c, z, a) subject to the private budget 
constraint, the government budget constraint in (A.I), and the rate of 
return constraint in (2). Let 'l'i, -y2 and ')'3 be the Lagrange multipliers 
associated with these consJraints. Then the first-order conditions for this 
problem require: 

(A.2) 

(A.3) 

{A.4) 

(A.5) 

{A.6) 
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Assuming the community chooses a positive level of z, t must be positive. 
Given ~hat t is positive and ftk is negative, (A.4) implies that (y3 -y1k) must 
be positive. If (y3 -y1k) is positive, then (A.5) requires that Yi must be greater 
than y 1; (A.2) and (A.3} then imply that the marginal rate of substitutio.n 
between the private good will exceed the price of the public good, i.e. the 
public good will be underprovided. This result is consistent with those in 
the Wilson (1986), Zodrow and Mieszkowski (1986), and Wildasin (1986) 
papers. 

Combining the first-order conditions shows that the community will 
choose a level of environmental quality such that: 

- uJ u, = fa.-t(f,.Jfkk)(u,/uc)/p. (A. 7) 

The community's marginal willingness-to-pay for better environment~! qua
lity is greater than f«, and therefore the community sets an i~efficiently low 
environmental standard As in the simpler model presented in the text, the 
source of the inefficiency is the fiscal effect of environmental policy, 
- t(f,,J J,.,J; the comm unity relaxes standards in pursuit of greater tax revenues 
as well as higher wages. 
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With the current efforts to regulate the emissions of greenhouse gases and other 
cross border pollutants, the question of environmental federalism is as important as 
eve,: By generalising the model presented by Oare.� and Schwab ( I 987, I 988 ), we 

show that the well established result within environmental federalism, that the gov

ernment of a small country has no incentive to depan from rhe cooperarive choice of 
environmental standards, does not hold for pollutants that have regional or global 
characteristics, as e.g. sulphur dioxide and carbon dioxide has. (JEL: H77, Q58) 

1. Introduction

With Lhe currenl efforts Lo cul Lhe emission of 
greenhouse gases, Lhe question of environmental 
federalism - Lhe division of responsibility for 
environmental regulation between different lev
els of government - deserves as much attention 
as ever. Current implementations vary. In the 
EU, for example, the price of emitting CO2 has 
been harmonised for major stationary emitters. 
However, in other areas of environmental man
agement, there are still large differences within 
the EU. One of these fields is the level of sup
port to renewable electricity sources. Within this 
field, cooperation attempts al the EU level have 
been short-lived due to fierce opposition they 
have been met by some member states. 

*I am i11debtedforva/11able cnmme11L1· to the editor Pam, Pout
vaara a11d to two 0l1(>nymou.1· referees. Financial supp{)r/ fmm 
the Y1jii Jalm.unn Fnu11dati{)11 is ackn{)w/edged and much appre
ciated. 
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Within environmental federalism, an impor
tant question is the efficiency of non-cooperative 
environmental standards. A well established re
sult within the literature is that, in perfectly 
competitive markets, a small state has no incen
tive to depart from the cooperative choice of 
environmental standards as Jong as pollution 
generated in one jurisdiction doesn't spill over 
into another. Two of the first ones to show this 
formally were Oates and Schwab (1987, 1988). 
Our objective is to extend their analysis by al
lowing for regional, e.g. SO2, and global pollut
ants, e.g. CO2• Most previous work, both within 
the strand that assumes perfect and within the 
strand that assumes imperfect competition, only 
consider local pollutants. Cross-border pollut
ants are, in our opinion, underrepresented. Thus, 
our aim is to contribute to the strand of literature 
that deals with them. We acknowledge that our 
assumption of perfect competition, inherited 
from Oates and Schwab, is a crude simplifica
tion, but we hope that our analysis will serve as 
a starting point for more elaborate analyses. 
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The paper is structured as follows. In Section 
2, we review .the main contributions within the 
field of environmental federalism. Jn Section 3, 
we outline lhe model and derive equilibrium 
conditions for the amount of capital employed 
and emissions generated by each stale. In Sec
tion 4, we study some of the comparative statics 
of a unilateral emission tax increase. In Section 
5 and 6, we derive the non-cooperative a11d co
operative choice of emission taxes, respectively. 
Section 7 concludes. 

2. A brief literature review 

Since the early papers of the I 970s and I 980s, 
among others Cumberland (I 979, 1981) and 
Oates and Schwab (1987, 198$), the body of 
literature within environmental federalism has 
expanded along a nu111ber of different themes. 
Most importantly, with new insiglltS on how to 
model imperfecl _competition, the literature has 
expanded to include markets where either pro
ducers or jurisdictions, or both, can affect pric
es. 

A well established result wilhin the strand 
that assumes perfect competition betwe!!n the 
polluting firms is thal a small country has no 
incentive to depart from the -cooperalive choice 
of environmental standards, assuming there are 
no pollution spillovers between states, see e.g. 
Rauscher (1994) or Ulph ( 1997). If u·adc policy 
is not bannep, ·t11is resull holds regardless of 
whether the counlries are large or small, i.e. 
whether they ean influence world prices or not. 
However, if trade policy is banned, the govern
ment of a large country mny use environmental 
policy to improve its terms of trade. The gov
ernrnent of a small counti'y, however, has no 
incentive lo depart from the cooperative equi
librium, because by assumption it cannot influ
ence the country's terms of trade, and failure to 
internalise environmental externali ties is wel
fare reducing. 

The results within the strand of literature that 
assumes less than perfect competition between 
the polluting fams are less conclus ive. fairly 
work within this strand relies on ol igopoly rnod
els in the tradition of Brander and Krugman 
(1983) and Brander and Spencer (19.85), and as-

sumes that finns are immobile. Relying on the 
Cournol duopoly presented by Brander and 
Spencer ( 1985), Ban-ell ( 1994) shows that in the 
absence of trade pol icy, governments wilJ bid 
down each others' environmental standaros· to 
shift profits toward domestic producers. How
ever, if firms compete in price1, rather than quan
tities, lhey will bid up each others' standards. 
More reccnl work, or iginating from Markusen et 
al. (1995). assumes that firms arc mobile. As 
with immobile firms, the finding_of Markusen et 
al. is that wilhout cooperation, governments will 
either hid up or down each others' emission 
taxes. However, the determining facLur is not 
whether firms play Cournot or Stackelberg, but 
the disutility of pollution. If the disutility of pol
lution is large enough, the states will increase 
their emission tuxes until the polluting firms are 
driven out of business. 

Subsequent research hos mode additional sim
plifications, especially regarding transportation 
costs while relaxing others, such as the number 
of countries (Rauseher 1995) and tl1e number of 
fi rms (Grealcer 2003, Hoel 1997, Ulph and Val
entini 2001). WiU1 exception of Rauscher, the 
results are in line with Markusen ct al. Of the 
above mention analylics, Rauscher is the only 
who allows for pollution spillovers. He repor~ 
that the opportunity cost, in terms of environ
mental damages, of undercutting foreign e11vi
ronmental regulations becomes infinitesimally 
small if pollution is perfectly global. 

Within the non-competitive stra11d, Pfluger 
(2001) pursues an al ternative strategy, but as 
most of the previous research, ass,umes that pol
lution is stTictly local. Relying on the model of 
monopolistic competition by Dixie and Stiglitz 
( 1977), Pflug.er shows that choice of emissions 
tax by one state imposes a number externalities 
on the other, both positjvc ai\d negative. Non
cooperative laxes are lower than cooperat_ive 
taxes if the importance of emissions in produc
tion, rclalive to labour, is small in comparison to 
transport costs and the mark-up on average var
iable costs. However, in contrast with the oli
gopoly model by Markusen ct al. ( 1995'), in 
Pfl iiger the disutility of pollution is not among 
the parameters that separate the non-cooperative 
choice from the cooperative choice. 
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3 . Model outline emissions arc q-complimcnts, using the dcfini

Following Oates and Schwab (1987, 1988), we 
analyse lhe choice of emission taxes, Tl, in an as
symmeLric general equilibrium model of a fed
eral economy of small states. The states are small 
in the sense lhnt they cannot influence the rate of 
return to capital, R, and thus treat it as exoge.nous. 
In the spirit of the original model, we assume that 
capital and goods ure perfecLly mobile. Labour, in 
contrasl, is petfectly immobile. Thus, the supply 
of labour is fixed in each state. 

Emissions, E, nrc generated as a by-product 
in the manufacturing of a homogeneous private 
good. Besides emissions, production requires 
capilal, K', and labour, e. Following Oaks and 
Schwab, we assume that the good is manufac
tured by perfeclly competitive firms with tech
nologies that may vary across states, but all of 
which exhibit constant returns to scale with re
gard to the three inputs. 

The property of constant returns to scale and 
the assumption of a fixed supply of labour allow 
us to write the production functions in per work
er terms, F 1 

( K' , I:, E') = I1 / 1 
( k 1 ,.e'2: By partial 

derivation ofit with r6spcct to K', ' and E', we 
obtain the marginal products of capital, labour, 
and emissions as 

F~ (-) = f (·)-k1f:, (·) - if:., (·), and 

F! (-) =J;. (,), 

respectively, where subscripts denote partial de
rivatives. We assume that the marginal products 
of / 1 

( k1 ,e1
) are positive hut diminishing, and 

that J;,J ( ·) > O and JJy (.) > O, i .e. that capital and 

Table 1. Types of pollutants 

Lion by Seidman (1989). 
As price takers, firms will employ capital up 

to the point where the marginal unit earns just 
enough to cover its cost. Thus, in equilibrium, 

(l ) J;, ( ·) = R , for all states i, 

by choosing the private good as the numerairc. 
As with capital, firms choose a level of emis
sions which equates the marginal product of 
emission with the tax rate. Thus, in equilibrium, 

(2) JJ ( ·) = -r1
, for all states i. 

We assume that wjthin each state, workers are 
identical in both preferences and productive ca
pacity, and that they are paid a wage equal to 
their marginal product In addition to wages, 
workers receive tax income, e1 -r1, and exogenous 
income, b1. For simplicity, we assume that all 
capital is owned by foreigners. With this simpli
fication, we can wrile the budget constraint of 
the representative worker, resident of state i as 

where x' is the consumption ofthe private good. 
Consumption of ii increases utility u' = 11' ( x' 1 O' ), 
whereas exposure to pollution, 0 1, reduces utif
ity. We define the level of pollution as 
0 1 = 0 1 

( e1 
, ••• e1 

, ••• , e" ), whete the sign of the par
tial derivatives depend on the type of pollutant. 
We examine four distinct types of pollutants, 
shown in Table I. 

We distinguish here between two types of re
gional pollutants, those that affect the level of 
pollution both in Lhe source state and in neigh
bouring states, and those that affect neighbour-

Type of pollutant Pollution function ch~t-acteristtcs 

Locnl 

RegionnJ nnd pnrtinlly transboundary 

Regional and perfect ly transboundary 

Global pollutant 
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0~ ( ·) > 0, 0~ 0 = 0 v'j * i 
0~ (·) > 0 \ii,j 

o:, = 0 ' o'.,., 0 > 0 =!i * i 
o:, 0 =0:/ (·) > 0 'vi,j 
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ing states only. An example of Lhe former is 
wastewater emissions is context of the Baltic 
Sea. An example of the latter is emissions of S02 

that on ly affect neighbouring stales. 

4. Comparative statics of an unilateral 
emission tax change 

Total differentiation of the equilibrium condi
tions (1) and (2) with respect to k;, t! and r-i, 
yields the following system of equations 

[~e O ~;1 U][d":] = [o]d,i. 
f.,"' (-) l,i,. (·) de 1 

From Cramer's rule. ii folle>ws lhal 

dk'. = -J;.., (-) <0 and that de
1

• = J;e(-) < 0 
d-r' A d,' A ' 

because A= 1;.>-' (·).f5,, (·)-1;1 (•)f;k, (·) > 0, as 
we show in Appendix 1. Thus, increasing Lhe tax 
rate reduces both the amount of capital em
ployed and the amount emissions generated by 
<! particular stale. 

5. Non-cooperative choice of emission 
taxes 

Without coor dination, national governments 
maximise the utility of the representative do
mestic consumer, 111, subject lo budget constraint 
in (3) and to the facLor demands in (J) and (2). 
The Lagrangian for the non-cooperative max
imisation problem can be written as 

f =!U,
1 (x1 ,0;) 

[ . / II'() / ' () // ()] - ?. x-b -er -f · +kf,;, · +ef.J · 

-r[f:,(,)-R] 
-77[JJ(·)- -r/] 

and the FOCs, with respect to :t, e1
, It and r-i, 

respectively, as 

il = Ui · (·) ,· . 
(4) I ( ) i ( ) I i I ( ) u0 , • 0,1 · +,h - J..k J;.11 · 

-k'.f,~ (-) - y f. ~, {-)-17!,~ {-) = 0, 

(5) -)k_f.'~, (,)-J..lt, 0 
-r J;~, (·)- 11fi~, (·) = o, and 

(6) 17 =-Ji. 

By subst.ituting (6) into (5), we obtain r = -J,,k'. 
By substituting this and the expressions for the 
two other Lagrange multipliers into (4) yield 

(7) -r' = 11:1{)0:, (-) 
u~O · 

Equation (7) says lhat, without cooperation, na
tjoual governments set a tax equnl to marginal so
cial damage lo domestic workers. The damage is 
measured in terms of the willingness lo sacrifice 
consumption in return for a decrease in the level or 
pollution. 

6. Cooperative choice of emission. 
taxes 

Through cooperation. the welfare of neighbour
ing Stales is taken into consideration when de
ciding on the lc.:vel or emission lax. Thus, the 
constraints are the same as in lhe non-coopera
tive case with one addition, the constraint of not 
reducing welfare abroad be)ow a certain level. 
Here, this level is given by il. The additfonal 
coni;traint captures the effect of dccii;ions in one 
state on the welfare in other states. With 1.hese 
changes, lhe Lagrangian for the cooperative 
maximisation problem can be written as 

A = 1/ (x1,01
) 

-..1.[x' -b1 - l/ -J1 (·) +k'f:, (·)+e'f,'. O] 
-r[f:,(-)-R] 

-1J [f~ (•)-T1] 

-tt [11·' -u-' ( x' ,O')] 
s=I 
,# 
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Since¢' = -oA I ot?, we can interpret,;' as the 
shadow prices, measured in units of u', that do
mestic consumers must to pay to increase utility 
abroad. aA I oii' ~ o because the only way for do
mestic consumers to improve welfare abroad is 
by reducing emissions. Assuming that the do
mestic level of emissions is optimal, reducing 
them further cannot be welfare improving. It fol
low:; that,;' ~ 0. 

The FOCs, with respect to :x!, e1
, (! and Ti, re

spectively, can be written as 

11~ {-)0; (-)+iii.I -J.k'I:,1 (·) - ..t/..t,:~ {-) 

-r .(.~, 0 - 11.C.,(·)+ f ,;'11~. ( x' ,O') ·D; (·) = o 
.r.s=I ,., 

- l,,k'j;, (·)-Je11,:, (·)-r f~ (·) -11!~, (·) =0, 

and T/ = -l,,e1
• 

By performing the same substitutions as in the 
non-cooperative case, we obtain 

(8) ,1 = - u~ 00:, (·) / II~ 0-

f,,•u~ ( x', o• )-o:, (·) ! u~, (·). 
..... .,.,., 

The difference between the cooperative and 
non-cooperative tax level, (8) and (7), respec
tively, is 

- f,4•u:i, (x' ,0') • 0; (•)! u~ (·) 
Fl ' ,., 
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which represents the negative trans-state exter
nality in our model, i.e. the effect of domestic 
emission on the level of pollution, and welfare, 
abroad. For regional and global pollutants, the 
term is larger than zero, because there is a state 
abroad for which o; O > 0. It follows, that for 
regional and global pollutants, the non-cooper
aLive level of emission taxes is inefficiently low. 
For local pollutants, the term is zero, because 
o; (,) = O for all states s abroad. It follows, that 
for local pollutants, the non-cooperative level of 
emission laxes is efficient. 

Regional pollutants that are perfectly trans
boundary, e.g. emission of S02 that only affect 
neighbouring states, illustrates nicely the Jack of 
incentives. The domestic government has no in
centive to regulate them since the damage is 
borne entirely by neighbouring states. Thus, the 
domestic government chooses a zero tax rate . 
Obviously, this is inefficient 

7. Discussion and policy implications 

The inefficiency arises because national govern
ments, by assumption, care only for costs and 
benefits that accrue to domestic consumers; the 
utility from more consumption accrue in full to 
domestic workers, whereas the disutility from 
more pollution is borne only partially by domes
tic consumers. The only way to internalise the 
po11ution externality, and remove the inefficien
cy, is by copperation. TI1us, our recommendation 
is that that the regulation of regional and global 
pollutants, or the activities that cause them, such 
as lhe use of fo~sil fuels· in electricity generation 
and the associated generation of CO2 and SO2, 

should be coordinated at the federal level. 
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Appendix 1 

The per-worker profit of a firm producing _in state i is given by P (!c; ,i)-Rt/ -r;e;. The FOCs 
of the firm's problem are .t;, (-)-R = 0 and .r; (-)-r' = 0. The SOCs is lhal the Hessian,

is negative delinile. For negative delinileness, the leading principal minors must alternate in sign, with 
the first leading principal minor being negative, i.e . .r:,k' (·) < 0 and f/k, o.r:e' (·)-1:,,, (·) .r:k' (·) > o.
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